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A New Kind of Multifunctional
Energy System Based on
Moderate Conversion of Chemical
Energy of Fossil Fuels
This paper proposes a new kind of multifunctional energy system (MES) using natural
gas and coal to more efficiently and more economically produce methanol and power.
Traditional chemical processes pursue high conversion ratios of chemical energy of fuels.
The new MES focuses on the moderate conversion of the chemical energy of fuels. To do
this, about 50% of the coal is partially gasified with pure oxygen and steam as oxidant,
and then the unconverted residuals (char) and natural gas are utilized synthetically by
char-fired reforming to generate syngas. The combustion of char drives the methane/
steam-reforming reaction. Here, the reforming reaction is also moderately converted, and
the reforming temperature is decreased 100–150°C compared with that of the conven-
tional method. The carbon-rich syngas from the partial gasifier of coal and hydrogen-rich
syngas from char-fired reformer are mixed together and converted into methanol at a
proper conversion ratio (lower than that of the conventional chemical process). Finally,
the unconverted syngas is used in a combined cycle as fuel for power generation. As a
result, the total exergy efficiency of the new system is 55–60%. Comparing to individual
systems, including the integrated gasification combined cycle and the natural gas-based
methanol synthesis plants, this new system can generate 10–20% more electricity with the
same quantity of fossil fuel input and methanol output. In addition, the possibility of
reducing the size of gasifier, reformer, and methanol synthesis reactor may reduce invest-
ment costs accordingly. These results may provide a new way to use coal and natural gas
more efficiently and economically. �DOI: 10.1115/1.3205025�

1 Introduction
The world’s primary energy consumption has increased con-

secutively for several decades, with fossil fuels serving as the
main energy source. Considering the human track record, this
trend will continue into the future. Currently, the consumption of
coal and natural gas continues to grow and account for nearly half
of the global energy consumption �1�. Given the low reserves-to-
production ratios, efficient use of fossil fuels has become an ar-
resting issue.

As far as the consumption of coal and natural gas �NG� goes, a
large portion is converted to electricity and chemicals through
power plants and chemical processes. Coal gasification is consid-
ered a promising and effective technology to provide fuel gas for
combined cycles �2–4� and to produce syngas for catalytic con-
version to chemicals or clean fuels �5–8�. Full gasification pursues
high-carbon conversion ratios, which requires a large coal gasifier.
The investment cost of a gasifier is extremely high, thus limiting
the application of coal gasification technology. Compared with
full gasification, the concept of partial gasification of coal offers a
promising way �9,10�. The advanced idea of partial gasification
converts coal based on the chemical activities of different compo-
nents �11,12�. The components of shorter hydrogen-rich branches,
which have high chemical activities, can be converted into
hydrogen-rich gas easily and quickly, and the components of
longer carbon-rich branches will change into char instead of syn-
gas. In this way, the size of the coal gasifier can be decreased
considerably. Several combined-cycle power plants using partial
gasification of coal with air as oxidant were investigated, and the
limitations observed include high-temperature cleanup of the syn-

gas from the gasifier and the flue gas from the pressurized char
combustor. The components of syngas from the partial gasifier are
hydrogen and carbon monoxide, which make good raw materials
for chemical synthesis. Presently, most partial gasification inves-
tigations focus on power generation, and a paucity of literature
addresses using the syngas for chemical production.

Natural gas is another major fossil fuel used for power and
chemical production. In a combined cycle, natural gas is directly
burned in the combustion chamber, and the exergy destruction of
combustion accounts for about half of the total exergy destruction
of the cycle �13,14�. In a chemical process, natural gas must first
be transformed into syngas through methane/steam reforming, and
the high conversion ratio from natural gas to syngas also occurs.
Since higher temperatures favor the reforming reaction, large
amounts of natural gas, which account for about 30% of the natu-
ral gas, should be burned in the reformer to provide high-
temperature conditions—usually the temperature of the one-stage
reformer is higher than 900°C �15�. Because of the high tempera-
ture and large size of the reformer, the investment cost of the
reformer is extremely high. Partial oxidation of methane and auto
thermal reforming have been proposed to decrease the high tem-
peratures, but these technologies require more complex reactors
and/or more equipment such as air separation units �ASUs� �16�.

A newly proposed multifunctional energy system �MES�, in
which coal combustion, instead of natural gas combustion, pro-
vides the high-temperature thermal energy for the reforming reac-
tion. The reforming products are then used to cogenerate chemi-
cals and power �17–19�. The research results show that the MES
can save 10–15% of fossil fuels compared with the single sys-
tems. Since the coal is directly burned regardless of components
in MES, the big potential is to efficiently use the active compo-
nents of coal before burning.

The objective of this paper is: �1� to propose a new principle to
Manuscript received April 7, 2009; final manuscript received April 10, 2009;
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convert coal and natural gas to chemicals and power based on the
concept of moderate conversion of the chemical energy of fuels;
�2� to synthesize a novel energy system using coal and natural gas
as fuel; and �3� to demonstrate the role of the new approach in the
improvement of overall efficiency.

2 An Innovative Multifunctional Energy System
Based on the Moderate Conversion of Fossil Fuels

2.1 Conceptual Design of the Multifunctional Energy
System. Figure 1 illustrates the schematic of the multifunctional
energy system using moderate conversion of coal and natural gas
based on two basic concepts:

�1� to use efficiently different components of coal �hydrogen-
rich branches and carbon-rich branches� based on chemical
activities

�2� to integrate the chemical process and power plant to use
syngas efficiently

Coal is fed to a partial gasifier along with steam from the heat
recovery steam generator and oxygen from the air separation unit.
The gasifier coal conversion ratio is an important parameter that
evaluates the transfer from coal to gas. It is the ratio of carbon
converted to syngas components to the total carbon input. In a full
gasification process, the high conversion ratio of carbon is more
important �usually over 95%� because higher conversion ratios
mean lower energy loss. However, in partial gasification, the em-
phasis has focused on converting the chemically active compo-
nents of coal into syngas. The carbon conversion ratio can be
changed from 30% to 70% by controlling the quantity of steam
and oxygen and the detention time. The volatile components in
coal and active carbon-rich components are converted into syngas
quickly, and the inactive carbon-rich components and ash are
changed into char �9�. As opposed to the conventional partial gas-
ifier, the oxidant used in the new gasifier is pure oxygen instead of
air. Therefore, the syngas is not diluted with nitrogen; the concen-
tration of H2 and CO in syngas of the new approach can be in-
creased, which favors converting syngas to chemicals in the next
step.

The char from the coal partial gasifier is introduced to a partial
methane/steam reformer and is burned in outside reaction tubes.
Inside the reaction tubes, the methane/steam-reforming reaction
occurs—which is a major method of producing syngas from natu-
ral gas and is widely used by the chemical industry. The process is
based on two independent equilibrium-limited reactions, as fol-
lows:

CH4 + H2O → 3H2 + CO �H298
0 = 206 kJ/mol �1�

CO + H2O → CO2 + H2 �H298
0 = − 41 kJ/mol �2�

Reaction �1� is an endothermic steam-reforming reaction, and the
typical reaction temperature is around 900°C. The second, often
known as the water-gas shift reaction, is a lightly exothermic re-
action. As a whole, the reforming of methane by steam will absorb
a large amount of high-temperature thermal energy. In the conven-

tional reforming process, the reaction heat is provided by the com-
bustion of natural gas, which accounts for about 30% of the re-
acted natural gas. In this new approach, however, the combustion
of char from a partial gasifier supplies the reaction heat and the
natural gas burnt in the conventional reforming process is used as
a reactant of reforming. Of note here is that a partial methane/
steam reformer is adopted in the new approach, and the conver-
sion ratio of methane is decreased from the conventional method’s
92.5% to 66.5%. Along with the decrease in the conversion ratio,
the reforming temperature is decreased from 950°C to 800°C,
thus making it possible to decrease the size of the reformer and
prolonging the life of reaction tubes.

Syngas, including the products of coal partial gasification and
natural gas reforming, consists of large amounts of CO and
H2—the active material for methanol synthesis. The new system
integrates the power plant and chemical process: the clean syngas
from the gasifier is first mixed with syngas from the reformer, and
then the active components are moderately converted to methanol
using the methanol synthesizer. In the conventional methanol syn-
thesis process, to get a high-methanol conversion ratio, large
amounts of unreacted syngas must recycle through the synthe-
sizer, hence increasing the size of the synthesizer and consume
additional compression work. In the new system, only a part of
the components is converted into methanol and the recycle ratio
�ratio of mole flow of recycled syngas to that of fresh syngas� is
decreased from the original 4.8 to 1.5. Finally, the unreacted gas
enters a combined cycle to generate electricity.

During the partial gasification, most of the harmful composi-
tions, such as sulfur and alkali metals enter the syngas. This
means that the syngas must be treated carefully before methanol
synthesis to protect the catalyst. The newly proposed system
implements a low-temperature cleanup technology. Since carbon
and ash make up the main components of char, the combustion of
char in the reformer has little negative effect on the conventional
reaction tubes. Only the structure of the char-fired reformer need
be redesigned to adapt the coal combustion system.

2.2 Configuration of the New MES. Figure 2 shows the
flowchart of the new system based on the moderate conversion of
chemical energies of both coal and natural gas. This system is
mainly composed of three subsystems, including the syngas pro-
duction and heat recovery subsystem, the chemical synthesis sub-
system, and the power generation subsystem. Coal along with
oxygen pressed by the compressor 4 and steam extracted from the
steam turbine, enters the partial gasifier, where the chemically
active components are converted to syngas, and the inactive com-
ponents are converted to char. In the new system about 50% of
carbon is converted into raw syngas, which consists of ash, hy-
drogen sulfide, alkali metals, carbon monoxide, hydrogen, and
carbon dioxide. The high-temperature syngas is first cooled in a
heat exchanger �HE1� and generates superheated steam for a
steam turbine at the same time. During the cooling process, the
alkali metals coagulate on the surface of the ash, and then the ash
and alkali metals are removed from the syngas through a precipi-
tator. Finally, the hydrogen sulfide is separated by a flue gas des-
ulfurization �FGD� unit and by clean syngas results. To protect the
catalysts used in the downstream synthesis step, sulfur level below
1 ppmv in the syngas is required. Several technologies, such as
the Selexol solvent absorption, are commercially available to cap-
ture H2S �5�.

The residual char from the gasifier is transmitted to the char-
fired methane/steam reformer by the nitrogen from the ASU like a
conventional circulating fluidized bed done. The char is burned
with preheated air outside the reaction tubes, and released thermal
energy is absorbed by the reforming reaction occurring inside the
reaction tubes. The surplus heat of flue gas is used to generate
steam for the steam turbine in heat exchangers �HE2 and HE3�
and to preheat the combustion air �HE4�. Since most of the sulfur
derived from coal has been transformed into H2S in syngas, the
sulfur removal from the flue gas of char combustion can be elimi-

Fig. 1 Schematic of the multifunctional energy system with
moderate conversion of coal and natural gas
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nated by adding limestone. The syngas, a product of the reforming
reaction, preheats the mixture of natural gas and steam �HE5�, to
superheat steam from the methanol synthesizer �HE6�, and to va-
porize water �HE7�. After cooling to near-ambient temperature,
the syngas from the reformer is pressured, and then mixed with
the cooled syngas from the partial gasifier.

The mixed syngas is compressed further and mixed with circu-
lating gas from the separator. The mixed gas is then compressed to
the pressure of methanol synthesis. After being preheated by a
heat exchanger �HE8�, the high-pressure mixture enters a metha-
nol synthesizer. The products of the methanol synthesis are
cooled, and raw methanol is separated. Then the raw methanol is
refined to a high-purity methanol in the distillation unit, which is
a tricolumn refiner. The unreacted gas from the separator is di-
vided into two streams: one stream acts as a circulating gas for the
methanol synthesis and the other stream is sent to a combined
cycle as fuel. Because the main components of the unreacted gas
are H2 and CO, the combustion of such fuels may result in an
extremely high NOx emission. In the MES the fuel is first diluted
by the nitrogen generated in the ASU and then is burnt in the
combustor of the gas turbine. This method can reduce the NOx
emission efficiently even if the fuel is pure hydrogen �20�. The
steam used in the reforming and distillation is extracted from the
steam turbine.

2.3 Brief Description of the Reference Systems. The energy
system proposed in this paper has multi input of fossil fuels and
multi output of products: we thus estimated the performance of
the MES based on the comparison to the reference systems, which
included the integrated gasification combined cycle �IGCC� for
power generation and the methanol synthesis plant based on natu-
ral gas �MSN�. The IGCC is assumed as an integration of Texa-
co’s gasification process, gas cleanup, and heat recovery system
with a gas turbine generator, a heat recovery steam generator
�HRSG�, and the steam turbine generator �7�. The MSN system
consists of a methane/steam-reforming process and Japan Petro-
leum Institute’s �JPI’s� methanol synthesis process and methanol
refining �14�.

3 Evaluation of the MES

3.1 Assumptions and Operating Conditions. The partial
gasifier is based on a fluidized bed and does not refer to any
particular technology. The simulation assumes that the chemical
equilibrium well represents the outlet condition from the gasifier.
The pressure in the gasifier is 4.5 MPa, and the carbon conversion
ratio is set at 0.5. The tar and oil vapors are not considered in the
syngas exiting the gasifier. Coal composition is listed in Table 1.
The used ASU delivers O2 at a purity of 96% at a pressure of 5
bars with a specific electricity consumption of 0.27 kWh /kg-O2.
The nickel-based catalyst is used in the char-fired reformer. The
ratio of steam to methane is 3.0 and the reforming temperature
and pressure, respectively, are 800°C and 2.0 MPa. The high-
reforming temperature produces chemical equilibrium �21� from
the reformer. The surplus air ratio of char combustion in the char-
fired reformer is 1.2.

The operating conditions in the chemical synthesis subsystem
and the power generation subsystem are representative of state-of-
the-art technologies, as shown in Table 2. The single systems,
including the IGCC and the MSN, have also been simulated and
the assumptions in chemical syntheses and power generation meet
those of the MES. The gasification pressure and temperature in the

Fig. 2 System configuration of the new MES with moderate conversion of chemical energy of coal and natural
gas

Table 1 Coal composition

Ultimate analysis �by wt %�

Ash 16.03
Carbon 63.93
Hydrogen 4.26
Oxygen 5.63
Nitrogen 1.18
Sulfur 3.98
Water 5.00

Coal LHV �MJ/kg� 25.75
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IGCC are 2.6 MPa and 1350°C, respectively. The reforming tem-
perature, pressure, and ratio of steam to methane, respectively, are
950°C, 2.0 MPa, and 3.0, respectively.

3.2 Evaluation of the New System. To evaluate the new
MES, we assumed that the MES and the reference systems con-
sume the same quantity of natural gas and coal. Since the metha-
nol output of the MES can be controlled by changing the flow rate
of the circulating gas to the synthesizer, we kept the methanol
output of the MES equal to that of the single methanol synthesis
plant based on natural gas. Hence, the more electricity output will
denote the advantages of the MES. The MES and the reference
systems are simulated by means of the commercial software AS-

PEN. The pressure, temperature, mass flow, and composition of the
key points in Fig. 2 are listed in Table 3.

Table 4 shows energy balance results and the overall efficiency
of the new and single systems. The thermal efficiency based on
lower heating value �LHV� of the IGCC and MSN are, respec-
tively, 43.1% and 61.4%. The overall efficiency is defined as the

ratio of a product’s energy �electricity and methanol� to the energy
of fossil fuels based on lower heating value. The energy input of
coal was almost equal to that of natural gas, and the energy of
methanol was about 23% more than that of electricity. The overall
efficiency of the MES reached 57.1%—about 5 percentage points
higher than that of the single systems.

Table 5 shows the exergy distributions of the MES and the
single systems. The MES can generate about 20.0% �26.7 MW�
more electricity than that of the reference systems. The increase in
electricity of the MES comes mainly from the decrease in the
exergy destruction in the coal gasification subsystem, the
methane/steam-reforming subsystem, and the methanol synthesis
subsystem.

This paper uses the energy-utilization diagram �EUD� method-
ology developed by Ishida �17,22�. The EUD is determined by the
energy level �A� versus the energy-transformation quantity ��H�.
The energy level �A� is equal to the exergy change ���� divided
by the energy change ��H�, that is, A=�� /�H. For an energy-
transformation system, the energy is released by the energy donor
and is accepted by the energy acceptor. In the EUD, the exergy
destruction can be obtained easily from the area between the
curves for the energy donor �Aed� and energy acceptor �Aea�.

4 Discussions

4.1 Significant Role of the Moderate Conversion of
Chemical Energy of Coal. In the MES coal is moderately con-
verted to syngas and char through partial gasification. In Table 5
we see that the exergy destruction of the coal gasification sub-
system in the MES is decreased by 44.26 MW �63%� compared
with the IGCC. Because only 50% of the carbon component of

Table 2 Assumptions for calculation

Chemical synthesis subsystem

Synthesis pressure of methanol, MPa 10
Synthesis temperature of methanol, °C 270
Pressure loss of synthesizer, % 5
Pressure loss of heat exchangers, % 3
Pressure loss of reformer of cold side, % 10
Pressure loss of reformer of hot side, % 1
Isentropic syngas compressor 0.75

Power generation subsystem
Pressure ratio of compressor 15
Turbine inlet temperature, °C 1308
Pressure loss of heat exchangers, % 3
Isentropic efficiency of air compressor 0.88
Isentropic efficiency of gas turbine 0.89
Isentropic efficiency of pump 0.8
Pinch point in HRSG, °C 10
Approach point in HRSG, °C 30
Pressure loss of HRSG �gas-side�, % 3
Pressure loss of HRSG �steam, water� 10
Condensation pressure, MPa 0.0085

Table 3 Parameters of key points of the MES

Point
G

�kg/s�
p

�MPa�
T

�°C�

Percent molar composition �%�

C CH4 C2H6 CH4O CO CO2 H2 H2O O2 N2 H2S+COS

1 8.82 4.5 908.8 - 21.6 - - 46.0 3.8 21.2 2.3 - 1.8 3.3
2 3.69 4.5 908.8 100 - - - - - - - - - -
3 50.63 0.11 212 - - - - - - - - 21 79 -
4 54.32 0.104 900 - - - - - 17.5 - - 3.5 79 -
5 54.32 0.101 140.3 - - - - - 17.5 - - 3.5 79 -
6 6.37 2.58 38.0 - 90 10 - - - - - - - -
7 21.71 2.6 352.0 - - - - - - - 100 - - -
8 28.08 2.39 500 - 21.0 2.3 - - - - 76.7 - - -
9 28.08 2.16 800.0 - 5.2 - - 7.2 6.3 45.2 36.1 - - -
10 28.08 2.10 603.2 - 5.2 - - 7.2 6.3 45.2 36.1 - - -
11 13.62 2.0 38.0 - 8.0 - - 11.3 9.2 71.2 0.3 - - -
12 13.62 4.42 132.2 - 8.0 - - 11.3 9.2 71.2 0.3 - - -
13 21.8 4.3 37.3 - 11.4 - - 19.9 8.1 60.0 0.2 - 0.4 -
14 59.2 10.5 92.4 - 11.4 - - 19.9 8.1 60.0 0.2 - 0.4 -
15 59.2 10.0 270.0 - 23.2 - 8.6 8.4 12.4 46.1 1.1 - 0.2 -
16 48.32 9.8 38.0 - 25.6 - 0.5 9.2 13.7 50.9 0.1 - - -
17 10.87 9.8 38.0 - - - 86.7 - - - 11.0 - 2.3 -
18 9.97 1.1 60.0 - - - 99.8 - - - 0.02 - - -
19 37.40 9.8 38.0 - 25.6 - 0.5 9.2 13.7 50.9 0.1 - - -
20 0.42 4.5 354.6 - - - - - - - 100 - - -

Table 4 Results for the MES and the single systems „MW…

Items MES

Reference systems

IGCC MSN Total

Natural gas 315.9 315.9 315.9
Coal 312.8 312.8 312.8
Methanol 198.6 195.1 195.1
Power 160.5 134.9 �1.1 133.8
Overall efficiency �LHV�, % 57.1 43.1 61.4 52.3
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coal is transformed into syngas, the quantity of pure oxygen con-
sumed in the partial gasifier is about 20% of that in the full gas-
ifier. Hence, the exergy destruction of the ASU is decreased by
8.12 MW, as shown in Table 5. The partial gasifier generates less
quantity of syngas with a lower temperature �908.8°C� compared
with the full gasifier �1350°C�, the exergy destruction in the syn-
gas coolers decreases by 8.46 MW compared with the IGCC.
More importantly, with the same coal input, the exergy destruction
of the partial gasifier is decreased by 27.35 MW �58.8%� com-
pared with that of the full gasifier. Notably, these benefits come
from the moderate conversion from coal to syngas in the partial
gasification process.

Figures 3�a� and 3�b� show the energy-utilization diagram for
the partial gasification in the MES and full gasification in the
IGCC, respectively. The partial oxidation of coal acts as an energy
donor, represented by the curve Aed. The energy acceptors in-
cluded the gasification reaction �curve Aea4� and three streams of
pure oxygen �curve Aea1�, steam �curve Aea2�, and coal �curve
Aea3�, which are preheated to the specific gasification temperature

of 908.8°C. As is the case with the partial gasifier, the energy
donor of full gasification is also the partial oxidation of coal
�curve Aed�, as shown in Fig. 3�b�. However, the energy acceptors
include heating pure oxygen �curve Aea1�, water �curve Aea2�, and
coal �curve Aea3� to the gasification temperature of 1350°C and
the gasification reaction �curve Aea4�. Comparing Figs. 3�a� and
3�b�, we see that the average energy level of the energy acceptor
in the partial gasifier �0.621� is a little lower than that in the full
one �0.629� because the temperature of the partial gasification is
lower than that of the full gasification. However, the energy-
transformation quantity ��H� in the partial gasifier is only 42% of
that in the full one. Although the difference in the energy level
between the energy donor and the acceptors in the partial gasifier
is larger, the decrease in energy transfer makes the exergy destruc-
tion in the partial gasifier decrease by 58%. The benefits of coal
gasification in the MES result from the moderate conversion of
coal in the gasification process.

4.2 Significant Role of the Moderate Conversion of
Chemical Energy of Natural Gas. The char-fired reformer inte-
grates the char combustion and natural gas reforming. The exergy
destruction of the reforming subsystem in the MES is decreased
by 13.4% compared with that in the MSN. As mentioned above,
about 30% of the natural gas will burn outside the reaction tubes
in the conventional reforming process. However, the MES substi-
tutes the combustion of char for natural gas, and furthermore, the
natural gas burned in the conventional reformer is used as a reac-
tant. Similarly with coal gasification, natural gas is also moder-
ately converted to syngas through the char-fired reformer. In the
MES, the reforming temperature decreases from 950°C �conven-
tional reformer� to 800°C and, accordingly, the methane conver-
sion ratio decreases from 92.4% to 66.5%. Since the thermal en-
ergy for reforming reaction decreases, the surplus heat recovered
from the syngas and the flue gas generated from char combustion
decreases. Therefore, the exergy destruction in the syngas and flue
gas coolers decreases by 8.96 MW �24.8%� compared with the
conventional reforming process.

Table 5 shows that the exergy destruction in the reformer of the
MES decreased by 4.83 MW �9.1%� compared with the single
methanol synthesis system. Figure 4�a� is the EUD for the char-
fired reformer. The oxidation of char act as an energy-donating
reaction �curve Aed�, and the methane/steam-reforming acts as an
energy-accepting reaction �curve Aea3�. In addition the heating
process of the two streams �curve Aea1 represents the preheating
process of the air for combustion and curve Aea2 represents the
preheating process of the natural gas and steam mixture� also acts
as energy acceptors, which are preheated to the specific reaction
temperature of 800°C. Figure 4�b� gives the EUD for the conven-

Table 5 Exergy distributions of the MES and the single
systems

Exergy, MW MES IGCC MSN Total of sing.

Natural gas input 328.1 - 328.1 328.1
Coal input 314.1 314.1 - 314.1

Coal gasification subsystem
Coal gasifier 19.10 46.45 - 46.45
Air separation unit 2.05 10.17 - 10.17
Syngas coolers 2.02 10.48 - 10.48
Cleanup unit 2.79 3.12 - 3.12

Methane/steam-reforming subsystem
Reformer 48.08 - 52.91 52.91
Syngas and flue gas coolers 27.14 - 36.10 36.10

Methanol synthesis subsystem
Syngas compressors 2.36 - 2.05 2.05
Syngas mixture 1.22 - 2.58 2.58
Methanol synthesizer 3.49 - 4.30 4.30
Distillation unit 4.85 - 6.07 6.07

Power subsystem 132.54 102.43 1.63 104.06
Exhaust gas 14.07 6.55 4.49 11.04
Methanol output 221.97 - 219.03 219.03
Power output 160.50 134.90 �1.10 133.8
Total 642.2 314.1 328.1 642.2

(a) (b)

Fig. 3 „a… EUD for partial gasification and „b… EUD for full gasification
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tional reformer of a single system. The curve Aed represents the
oxidation reaction of natural gas and the preheating processes of
three streams �curves Aea1–Aea3, respectively, represent the pre-
heating process of air, natural gas as fuel, and a mixture of natural
gas and steam� act as energy acceptors, which are preheated to the
reforming temperature of 950°C. Additionally, the methane/
steam-reforming reaction acts as an energy acceptor as well.

Comparing Figs. 4�a� and 4�b�, the energy level of char com-
bustion is higher than that of the combustion level of natural gas.
Because of the lower reforming temperature, the energy level of
the energy acceptors of the char-fired reformer is lower than that
in the conventional reformer. Hence, the difference in the energy
level in the char-fired reformer is higher than that in the conven-
tional reformer. However, the energy transferred from the energy
donors and acceptors decreased from the MSN’s 165.7 MW to the
MES’s 127.9 MW because of the lower conversion ratio from
natural gas to syngas. The advantages of the char-fired reforming
derive from the moderate conversion of natural gas in the reform-
ing process.

4.3 Advantages of the Integration of Chemical Process
and Power Plant. By integrating the methanol synthesis plant and
power plant, the new system can use the syngas from coal and
syngas from natural gas in a mutually beneficial way. The exergy
destruction of the methanol synthesis subsystem in the MES de-
creases by 20.5% compared with that in the MSN. The main com-
ponents of the syngas from gasifier are CO, H2, and CO2, which
are raw materials for methanol synthesis. However, they are di-
rectly burned in the combustion chamber of the gas turbine for
power generation in the single IGCC. Since the chemical process
and power plant are integrated in the MES, the syngas from the
gasifier can be used in methanol synthesis and convert the active
components to methanol. The synthetic use of the syngas from the
gasifier and from the reformer has additional gains. The syngas
from the coal gasifier is rich in carbon monoxide and the
hydrogen-carbon ratio ��H2−CO2� / �CO+CO2�� is 0.35, based on
the data in Table 3. On the other hand, the syngas from the re-
former is rich in hydrogen: the hydrogen–carbon ratio is 3.0.
When the syngas from the gasifier and the syngas from the re-
former are mixed, the hydrogen–carbon ratio becomes 1.85—
close to the ideal hydrogen–carbon ratio of 2.0 for methanol syn-
thesis. In the single methanol synthesis plant based on natural gas,
to get the high conversion of CO to methanol, a large amount of
unreacted gas must be recycled to the reactor. A partial methanol
synthesizer is adopted in the MES, and about 47% of active com-
ponents in the fresh gas are converted to methanol. The lower
conversion ratio will decrease the quantity of the recycling gas
greatly in the synthesizer. In the case of the MSN, the flow rate of

fresh gas is 1.61 kmol/s, and the flow rate of the recycling gas is
7.83 kmol/s. However, in the MES, the flow rate of fresh gas is
1.77 kmol/s, and the flow rate of recycling gas is only 2.69
kmol/s. Table 5 shows the exergy destruction of the mixing pro-
cess of fresh gas. The recycling gas in the MES decreased by 1.36
MW compared with that in the MSN because less fresh gas and
recycling gas are mixed before the synthesizer in the MES. The
exergy destruction in the methanol synthesizer of the MES de-
creases by 0.81 MW compared with that of the MSN �see Table
5�.

Figures 5�a� and 5�b� show the EUD for the methanol synthesis
process in the MES and the MSN, respectively. The synthesis
reaction acts as the energy donor �Aed in the two figures�, and the
two heating processes, including the preheating of the reactant
�curve Aea1� and the steam generating �curve Aea2�, act as energy
acceptors. Benefiting from the rational hydrogen–carbon ratio, the
energy level of the methanol synthesis and the energy transferred
between the energy donor and acceptors in the MES decreases
noticeably, compared with that in the MSN, which decreases the
exergy destruction in the methanol synthesizer of the MES. At the
same time, the steam generated in the synthesis reaction also de-
creases, which means the raw methanol consists of less water.
Hence, with the same methanol output, the energy consumption
for methanol refining decreases from the MSN’s 19.9 MW to the
MES’s 16.1 MW, and the exergy destruction in the distillation unit
decreases by 1.22 MW.

4.4 Advantages of a Moderate Conversion on Economic
Aspects. The advantages of moderate conversion of fossil fuel are
not only to increase the efficient use of fossil fuel, but it also has
a great potential to decrease the size and investment costs of key
equipments, such as coal gasifier, methane/steam reformer, and
methanol synthesizer—usually large and expensive in the single
systems.

In the MES, the carbon conversion ratio of the partial gasifier
was 0.5, which is much lower than that of the full gasifier �over
95%� in the IGCC. As we know, the higher reactivity parts react
faster and the remainder slow considerably. To reach a high-
carbon conversion ratio, the coal must remain in the gasifier for a
considerable amount of time, requiring a large volume of reactor.
The effects of the carbon conversion ratio on the reactor volume
and the reaction time were investigated in Ref. �11�, and the re-
sults show that the reactor volume can be decreased by 66% when
the carbon conversion ratio is reduced from 0.9 to 0.5. At the
same time, the reaction temperature of partial gasification is
908.8°C, which is much lower than that of full gasification
�1350°C�. Hence, the partial gasifier and the heat recovery steam
generator can use relatively inexpensive material. Given the small

(a) (b)

Fig. 4 „a… EUD for char-fired partial reformer and „b… EUD for conventional reformer
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size and low cost of the material, investment outlay of the partial
gasification process will be significantly decreased compared with
the costs of full gasification.

To increase the methane conversion ratio in the conventional
chemical process, the reaction requires a high reaction tempera-
ture and a high steam/methane ratio. For example, for the conven-
tional one-stage reformer, the reaction temperature and steam/
methane ratio should be 950°C and 3, respectively, to achieve a
conversion ratio as high as 92.4%. In the MES, natural gas is
moderately converted into syngas with the steam/methane ratio of
3, and the methane conversion ratio decreases to 66.5%. As in the
gasifier, the reaction rate will increase with the reduction in the
methane conversion ratio, which results in a smaller reaction vol-
ume in the MES. According to the low conversion ratio, the reac-
tion temperature in the MES decreases to 800°C. The relatively
low reaction temperature also can prolong the life of the reaction
tubes in the reformer. Again, the partial reformer has the desirable
potential of reducing investment as well as operating costs.

The concept of moderate conversion is also used in the metha-
nol synthesizer of the MES. The conversion ratio of CO in the
fresh gas is decreased from the MSN’s 71.0% to the MES’s
46.5%. The lower conversion ratio results in a fast reaction rate.
Accordingly the flow rate of syngas, which enters the synthesizer,
decreases from the MSN’s 9.44 kmol/s to the MES’s 4.46 kmol/s.
With the same methanol production, the size and the investment
costs of the partial synthesizer used in the MES are much lower
than that of the conventional one used in the MSN because of the
high reaction rate and low flow rate of syngas.

5 Conclusion
This paper proposes a new kind of MES based on the moderate

conversion of chemical energy of fossil fuel including coal partial
gasification, char-fired NG partial reforming, and partial methanol
synthesis. With the same coal and natural gas input and same
methanol output, the new system can generate about 21% more
electricity than the single systems. The overall thermal efficiency
of the new system can reach 57.1%, about 5 percentage points
higher than that of the single systems. The graphical exergy analy-
sis based on EUD methodology reveals that the moderate conver-
sion of fossil fuels is the main contributor to the greater efficiency
fuels in the MES. The exergy destruction in the coal gasification
subsystem, the methane/steam-reforming subsystem, and the
methanol synthesis subsystem in the MES, decrease by 63.9%,
15.5%, and 20.5%, respectively, compared with that in the single
systems. In addition, the new system has great potential to de-
crease investment costs since the volume of key expensive equip-
ments such as gasifier, reformer, and synthesizer could be reduced

appreciably. The proposed MES provides a new and promising
approach to using fossil fuels more efficiently and more economi-
cally.
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Effects of a Reacting
Cross-Stream on Turbine Film
Cooling
Film cooling plays a critical role in providing effective thermal protection to components
in modern gas turbine engines. A significant effort has been undertaken over the last 40
years to improve the distribution of coolant and to ensure that the airfoil is protected by
this coolant from the hot gases in the freestream. This film, under conditions with high
fuel-air ratios, may actually be detrimental to the underlying metal. The presence of
unburned fuel from an upstream combustor may interact with this oxygen rich film cool-
ant jet resulting in secondary combustion. The completion of the reactions can increase
the gas temperature locally resulting in higher heat transfer to the airfoil directly along
the path line of the film coolant jet. This secondary combustion could damage the turbine
blade, resulting in costly repair, reduction in turbine life, or even engine failure. However,
knowledge of film cooling in a reactive flow is very limited. The current study explores the
interaction of cooling flow from typical cooling holes with the exhaust of a fuel-rich
well-stirred reactor operating at high temperatures over a flat plate. Surface tempera-
tures, heat flux, and heat transfer coefficients are calculated for a variety of reactor
fuel-to-air ratios, cooling hole geometries, and blowing ratios. Emphasis is placed on the
difference between a normal cylindrical hole, an inclined cylindrical hole, and a fan-
shaped cooling hole. When both air and nitrogen are injected through the cooling holes,
the changes in surface temperature can be directly correlated with the presence of the
reaction. Photographs of the localized burning are presented to verify the extent and
locations of the reaction. �DOI: 10.1115/1.3204616�

1 Introduction
Film cooling is the primary means of maintaining turbine sur-

face temperatures below the critical melting temperature. The
most common cooling hole configurations are normal cylindrical
holes, angled cylindrical holes, and fan-shaped holes. Countless
studies have been conducted over the past forty years that have
investigated the merits of different cooling schemes under nearly
all conditions encountered in a turbine. A review article by Bogard
and Thole �1� addresses many of the relevant issues. The impact
of the inclination angle was studied by Baldauf et al. �2� revealing
that at low blowing ratios the angled holes exhibit better perfor-
mance because the coolant flow remains attached to the surface
over a longer distance. At the higher blowing ratios, the relative
differences between normal and angled holes diminish and the
normal holes can be more effective. The relative benefits of cy-
lindrical, fan-shaped, and laidback fan-shaped holes were also
studied by Saumweber et al. �3�. The laidback fan-shaped hole
ejects more coolant flow at a lower blowing ratio. Because of the
increasing area of the hole near the exit, this configuration also
reduces the tendency of the jet to separate. These benefits associ-
ated with shaping are dramatic, particularly at high blowing ratios,
resulting in higher effectiveness.

One area that has not been investigated thoroughly is the impact
of combustion gases on the film cooling process. Historically, the
combustion sections of gas turbine engines operated at overall
equivalence ratios ��� much less than one �4�. Additionally, a
relatively long flow path within the combustor �in the order of
25–50 cm� compared with chemical and mixing times ensured
that reactions were complete before leaving the combustor. There-
fore, no unburned species enter the turbine and subsequently little
concern has been expressed in literature. Recently, however, the
desire to increase performance has led to the development of com-

bustors that operate at a � much closer to one. With these designs,
the chance of fuel-rich streaks entering the turbine increases. At
the same time, advanced combustors are being designed more
compact to increase the thrust to weight ratio �5�. One such design
is the ultracompact combustor/interturbine burner �UCC/ITB� cur-
rently being developed at the Air Force Research Laboratories
�AFRL� �5,6�. Figure 1 contains images of a conventional annular
combustor �left� and the UCC �right�. This concept directs the
flow of combustion air into a circumferential cavity for providing
sufficient residence times while at the same time reducing the
axial length of the component. Fuel is injected into this cavity,
where combustion occurs in a fuel-rich regime �5�. The flow is
then entrained into a radial cavity that is integrated with the vane.
Because of the close proximity, the gases in this cavity still con-
tain intermediate combustion products.

The possibility of unburned fuel entering the turbine, therefore,
can no longer be ignored. The primary location where the fuel can
find an oxygen rich stream to complete the reaction is at the film
cooling hole. The chances of reactions occurring in the turbine
vastly increase. When the unburned fuel mixes with oxygen rich
compressor bleed air in the turbine cooling film, the conditions
become conducive for burning in the turbine. Heat release in the
cooling film, whether it results from the recombination of disso-
ciated species or from the combustion of unburned fuel, would
drastically reduce the cooling effectiveness of the turbine cooling
scheme with potentially severe effects on engine component du-
rability. The challenges presented by this design require a fuller
understanding of the interaction between turbine cooling films and
incomplete combustion products as well as the relationship be-
tween boundary layer reactions and turbine durability.

The potential effect of heat release in the turbine was studied by
Lukachko et al. �7� who found that the potential local temperature
rise depends strongly on the amount of chemical energy remaining
in the flow. The research showed that the local temperature in-
crease in a flow simulating a fuel streak in a future combustor at a
stoichiometric fuel-to-air ratio could become large and potentially
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catastrophic. In a subsequent effort by Kirk et al. �8�, a series of
shock tube experiments were conducted that examined the impact
of near wall reactions in a cooling film. Their experimental setup
allowed concurrent heat flux measurements for a reacting �air�
coolant flow and a nonreacting �N2� coolant flow through a 35
deg injection angle into a freestream mixture of ethylene and ar-
gon. Blowing ratios in the test ranged from 0.5 to 2.0, for a range
of unburned fuel concentrations. Their research showed that at
high concentrations of unburned fuel, as much as a 30% increase
in heat flux may occur. At moderate CO concentrations, the in-
crease reaches approximately 10%. At low concentrations, the dif-
ference between reacting and nonreacting flows is insignificant.
The objective of the present research is to explore the effect of
reactions on turbine film cooling. Specifically, the impact of blow-
ing ratio, equivalence ratio, and cooling hole shape on the occur-
rence of heat release on a flat plate geometry are quantified. A
well-stirred reactor �WSR� was employed to provide a well char-
acterized source of combustion products utilizing propane as a
fuel source. Propane was chosen due to its similar heat release as
liquid jet fuel while being more chemically accurate to the mo-
lecular weight of the species expected to be present within the
turbine section. This research will serve as an incremental step
toward understanding the physics of reacting boundary layers as
they relate to compact combustion systems such as the UCC,
where the turbine vane is integrated into the combustor design.
The ultimate goal of this program is to provide a sufficient under-
standing for the development of turbine cooling schemes that will
enable the application of the UCC/ITB to future systems.

2 Experimental Setup
A WSR, as developed by Nenniger et al. �9� and modified by

Zelina and co-workers �10–12�, was used to simulate the turbine
entry conditions of a notional combustor. In a WSR, a high rate of
mixing of products and incoming reactants is induced, which re-
sults in a very nearly uniform distribution of temperature and
species within the reactor and at the exit. Because of the unifor-
mity of the flow at the exit, it is possible to assume a uniform
species and temperature distribution at a given distance within the
test section. The mass flow rate and � into the reactor were con-
trolled by thermal mass flow controllers.

The reactor is composed primarily of two toroidal half sections
of cast zirconia-oxide ceramic, an Inconel® jet ring, and a metal
housing. A schematic of the WSR is shown in Fig. 2. Premixed air
and fuel is fed through the fuel-air tubes into the jet ring, into the
jet ring manifold, and through 48 fuel-air jets into the reactor
toroid. The two toroidal half sections fit together on the top and
bottom of the jet ring, forming a 250 ml internal volume. Once in
the reactor, the fuel-air mixture reacts and then exits through eight
exhaust ports. The flow then enters a common exhaust section,
which turns the flow upwards into the test section. A temperature
limit of 1970 K restricted the use of the reactor at equivalence
ratios close to one at the high overall air flow rates that were

desired to match the inlet Reynolds number. A gas sample was fed
from the WSR to a standard emissions test bench for character-
ization of gas concentrations. CO2 and CO were measured with a
California Analytical Instruments Fourier transform infrared
�FTIR� analyzer. O2 was measured with a Horiba magnetopneu-
matic analyzer.

From the WSR the exhaust flowed upwards through a shaped
ceramic chimney, over a forward facing step that served as a tur-
bulent trip, and into the test section. The test section consisted of
a thick flat plate base that was enclosed by three quartz window
side walls. Slots were machined in the piece to allow for the
insertion of two cooling air assemblies and four heat transfer
gauge assemblies. Each of these assemblies was inserted through
the back of plate with their surfaces flush with the surface of the
plate.

The cooling air assemblies were made up of the cooling hole
slot inserts and the plena. The cooling air or nitrogen was fed to
the plena from the facility supply. In the plena, the cooling air
temperature and pressure were measured. The plena were attached
to the cooling hole inserts and sealed with a high temperature
adhesive sealant. Thermocouples were inserted to a location 5.1
mm from the outside surface of the cooling hole inserts. The cool-
ing air assemblies were inserted through the back of the flat plate.
The cooling hole geometries were machined into the surface of
the inserts. Three film cooling configurations were tested as part
of this study: normal holes, angled holes, and fan-shaped laidback
holes �Fig. 3�. All the holes were 0.51 mm in diameter. The nor-
mal holes had a length to diameter ratio �L /D� of 5. The spacing
between the holes was 3.81 mm.

The angled holes were machined at an angle of 30 deg to the
surface. To maintain a L /D of 5, the surface was thinner. The
fan-shaped laidback holes were based on the angled hole geom-
etry, being equal in size, angle, and depth. However, at the surface

Fig. 1 Conventional axial combustor „left… and ultracompact combustor „right… †5‡

Fig. 2 WSR schematic, modified from Stouffer †12‡
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that sees the flow, the sides of the hole flared out 10 deg and lay
back 10 deg and provided an exit hole length of 0.91 mm on the
surface.

In the current study, the heat transfer to the surface is utilized to
determine the amount of heat release in the film. The heat transfer
is calculated from measurements of two thermocouples embedded
in instrumentation blocks downstream of the film cooling holes.
The upper gauge was located 3.8 mm from the surface of the
block. A second thermocouple was inserted through the bottom of
the block to a depth of 19.1 mm from the surface. This provided a
known distance between these thermocouples �15.3 mm�. The
conductivity of the Hastelloy-X® was determined locally by uti-
lizing a linearization of the conductivity of Hastelloy-X® as a
function of temperature from the manufacturer’s material property
data sheets. With these parameters being known, the heat flux can
be determined directly from Fourier’s Law. Steady, one dimen-
sional conduction was confirmed by analyzing a typical set of
boundary conditions with an ANSYS thermal conduction solver.
Within the instrumentation blocks the temperature was determined
to be nearly one dimensional. Based on this result, the surface
temperature was extrapolated using the embedded measurements
and the calculated heat transfer. Four instrumentation blocks were
installed, two at nominally 20 hole diameters downstream of the
film coolant hole and the other two at approximately 75 diameters
downstream. The surface of the flat plate with all inserts installed
is shown in Fig. 4. Also shown in this figure is the location of the
film cooling row of 11 holes and the location of a second, up-
stream, film cooling port that was intended to simulate an up-
stream coolant row that will be used in future tests. What was not
shown in Fig. 4 is a trip strip that was installed at the leading edge
�bottom of the picture� of the plate to ensure a turbulent boundary
layer at the film cooling hole location.

One necessary addition to the test section was water channels to
maintain the entire film cooled surface below the melting tem-
perature of the material. A simple heat balance calculation indi-
cated that the Hastelloy-X® would achieve a surface temperature
of 1600 K without active cooling. Because of the uncooled lead-
ing edge section and the desire to run at low coolant flow rates, it
was necessary to water cool this surface. As shown in Fig. 4, a

five pass water circuit was included. To maintain a one-
dimensional temperature profile in the area of interest, the wall
thickness was 5.1 cm and the circuits were 6.4 mm in diameter
and installed about 13 mm from the bottom of the flat plate. The
impact of the water circuit was investigated by Evans et al. �13�.
The water circuit controlled the temperatures between 850 K on
the hot surface and 450 K at the deep thermocouple location.

For a comparison with the current literature it was beneficial to
calculate the heat transfer coefficient in the presence of film cool-
ing hf. The traditional means of determining hf in a film cooling
layer would be with the use of Eq. �1� where Tf is the driving
temperature for the heat transfer and is the temperature of the film
located adjacent to the surface and Ts is the temperature of the
surface.

q� = hf�Tf − Ts� �1�
It is a goal of this program to be able to experimentally measure

Tf locally above the surface with the use of laser diagnostics, but
at the current time Tf has not been measured. Therefore, Eq. �1� is
modified with T� as the reference temperature, and hf is replaced
with the effective heat transfer coefficient, heff. This effective heat
transfer coefficient will therefore take into account changes lo-
cally of the film temperature due to heat release as this cannot
currently be separated. Equation �2� is the form of the convective
heat transfer equation used in the analysis of the results of this
study.

q� = heff�T� − Ts� �2�
Many fluid mechanical factors influence the film cooling behav-

ior. The current study explores a number of these in addition to the
chemistry of the flow: blowing ratio, injection angle, and hole
shape. The blowing ratio M, also referred to as the mass flux ratio,
is given in Eq. �3� as a ratio of densities and velocities.

M =
�cUc

��U�

�3�

The calculation of M directly from Eq. �3� requires precise knowl-
edge of the density of the gases. The determination of this prop-
erty in reacting systems is imprecise. Therefore, M was calculated
in this experiment using the conservation of mass for a constant
area flow in an incompressible fluid for both coolant flow and
reactor exhaust flow. This yields the following:

Fig. 3 Cooling insert geometries

Fig. 4 Flat plate heat transfer gauge and cooling hole insert
location
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M =
ṁc,totalA�

ṁ�Ac,total

�4�

Here, ṁc,total is the total mass flow of the coolant through all
cooling holes, Ac,total is the metered area of all cooling holes, A� is
the cross-sectional area of the test rig, and ṁ� is the mass flow of
the reactor exhaust, equaling the sum of ṁfuel and ṁair.

The ratio of ṁfuel to ṁair is the fuel-air ratio. This ratio com-
pared with the value at the stoichiometric condition is the equiva-
lence ratio. This ratio is given as

� =

� ṁfuel

ṁair
�

� ṁfuel

ṁair
�

stoich

�5�

where the stoichiometric value of the fuel-air ratio is 0.06395 for
propane. With this definition, a � greater than one would be fuel-
rich and, conversely, a � less than one would be fuel lean. More
details of the measurements and calculations can be found in
Evans et al. �13�.

3 Results
An extensive test matrix was built to understand the impact of

heat release on a film cooled surface. This matrix focused on
investigating the three typical film cooling hole arrangements
shown in Fig. 3. For each of these test plates, a series of experi-
ments was performed with both nitrogen as the film coolant and
then with air ejecting from the holes. A sequence of blowing ratios
was established covering M =0, 0.5, 1.0, 1.5, and 2.0. Each test
configuration was performed at equivalence ratios of 0.6, 0.8, 1.5,
1.6, and 1.7 at a relatively high air flow of 1020 g/min. This set
the freestream velocity to be 34 m/s, which correlated with a
freestream Reynolds number of about 60,000 based on the chan-
nel height or 600 based on the hole diameter. Equivalence ratios
closer to 1.0 could not be achieved at this air flow rate because of
the resultant WSR and stack exit temperature being too high. The
materials used in the reactor were not capable of withstanding
these higher temperatures. Therefore, a few cases were performed
at equivalence ratio of 0.8 and 0.95 at lower air flows of 720
g/min and 480 g/min. These lower air flows were also repeated at
the �=1.5 condition to permit comparison. A previous effort,
Evans et al. �13�, provides the impact of main airflow on the
results.

In performing these tests, a prominent white flame was evident
just downstream of the coolant holes for the higher equivalence
ratios. The flame was not present for any condition of � less than
1.0. While readily visible to the naked eye, it was somewhat chal-
lenging to capture digitally mainly because of the viewing angle

and the amount of light saturating the camera. The photographs
were taken from the side of the rig with the field of view restricted
to the area immediately around the cooling holes. One good set of
images was captured in Fig. 5 for the angled hole case at a �
=1.5 showing the differences between the blowing ratio of 0, 0.5,
1.0, and 1.5 for the air flow and the stark contrast at M =1.0 for
the nitrogen coolant flow. As the coolant jet met and mixed with
the reactor exhaust flow, local combustion occurred. The combus-
tion is visible as a white plume emanating from the coolant hole
and progressing downstream.

These photographs demonstrate that boundary layer reactions
can occur in fuel-rich conditions as a result of the introduction of
air from cooling holes. The reactions happen in close proximity to
the surface and cause significant heat transfer to the surface in the
immediate vicinity of the cooling holes. This visual evidence is
proof of the cause for the heat transfer augmentation that will
follow and is discerning to the turbine cooling designer. Instead of
the film cooling flow serving to maintain the airfoil surface below
a specific temperature, this oxygen rich flow is serving as a flame
holder for any remaining combustion products to reach comple-
tion. As shown for this fuel-rich condition, as the blowing ratio is
increased, the amount of burning is also increased. One small
benefit is that for these angled holes at the higher blowing ratio,
the jet itself is lifted off the surface. Therefore, the highest tem-
peratures are achieved away from the airfoil surface.

While the photographs of the visible flame provide qualitative
proof of what was occurring in the flowfield, the measurements of
temperature within the block and the subsequent reduction in heat
flux provided the quantitative impact of that flame. The primary
comparison made was a relative comparison between the air cool-
ant flow and the nitrogen coolant flow. These two conditions were
always obtained on the same day of testing for each configuration
and the order was often alternated as the blowing ratio was varied
to ensure that the trends were consistent. Also a given blowing
ratio was occasionally repeated later in the test program to verify
that the facility was not changing throughout the testing window.
This was done for a number of reasons, the most significant was
that the two set of blocks on either side of the rig often produced
results with a substantial side to side variation. That is while the
changes between gauges 1 and 3 were consistent with the changes
between gauges 2 and 4 within approximately 5 K, gauge 1 could
be higher or lower than block 2 by 20 K or more for a given test
day or period within a test. It was thought that some residual
variation within the well-stirred reactor occurred because of some
localized plugging of some of the feed holes that caused different
flow to the different areas of the rig. Over the course of a test
window, the characteristics of this distribution could change. La-
ser diagnostics are planned to further quantify these localized
variations in the inlet condition.

Fig. 5 Angled hole visible burning for „a… M=0, „b… M=0.5, air, „c… M=1.0, air, „d… M=1.0, N2, and „e…
M=1.5, air
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What was ultimately verified was that the side to side trend in
the blocks held true throughout when the results for air were com-
pared with those for nitrogen. An uncertainty of about 1% was
measured in surface temperature and subsequent heat flux be-
tween repeat points within a test period. A greater variation of
closer to 5% occurred in an individual surface temperature with
about a 4% change in the resultant heat flux when trying to rees-
tablish the same condition on a different day. This was often due
to changes in the WSR exit stack temperature and or the coolant
exit temperature, which were both difficult to control day to day.
However the difference between the air results and the nitrogen
results was consistent, with variation within 2%. To account for
some of the overall variation, the results presented in the follow-
ing figures are mean values of measurements for gauges 1 and 2
for the 20 D location and between gauges 3 and 4 for the 75 D
location.

The heat flux for the three cooling hole arrangements at an
x /D=20 is provided in Figs. 6–8. In Fig. 6 the angled hole results
are shown for � of 0.6, 0.8, 0.95, 1.5, 1.6, and 1.7. It is noted that
the �=0.95 data were obtained at a lower overall airflow of
720 g/min. Two primary results were realized. First, the overall
heat flux levels differ at the different equivalence ratios, which is
mostly due to the difference in the freestream temperature as �
was changed. There was some variability between test days for
this value but Table 1 provides the nominal variation in stack
temperature with equivalence ratio. Again, this is the temperature
achieved at the lower overall airflow for the �=0.95 case. This
variation was absorbed by utilization of the effective heat transfer
coefficient to be discussed in detail later. The second result was
the marked difference in heat flux between the air and nitrogen
coolant gases at the same � and blowing ratio for the equivalence
ratios greater than 1.0. This is attributed to the local heat addition

due to the reaction chemistry shown in Fig. 5. It is likely that the
reactions were initiated by auto-ignition as the inlet temperatures
run in the experiment were well above those necessary for auto-
ignition in hydrocarbon fuels. It is also possible that the flame
contained in the WSR propagated into the test section causing
ignition.

A similar result is depicted in Fig. 7 for the normal hole case.
Here, the heat flux at each equivalence ratio for nitrogen is some-
what higher than that found for the angled holes, which is consis-
tent with literature �Baldauf et al. �2�, for example�. What is dif-
ferent is that the heat flux augmentation was substantially higher
for the angled holes than for the normal holes when the equiva-
lence ratio was over 1.0. This can be directly attributed to the
poorer film cooling coverage of the normal holes. Since, particu-
larly at higher blowing ratios, the normal holes separate from the
airfoil surface, the reaction is occurring off the surface, thus trans-
ferring less additional heat to the wall. Laser diagnostic measure-
ments are planned in later experiments to try to determine exactly
where the reactions are taking place for all three test conditions.

A contrary result is revealed in Fig. 8 for the heat flux for the
shaped hole configuration. Here, the heat flux values are lower
than those for the angled hole configuration because of the more
effective spread of coolant as is often observed in literature
�Saumweber et al. �3�, as an example�. But as clearly seen in Fig.
8, when the equivalence ratio was over 1.0, the augmentation
experienced by the air fed cooling condition is the greatest of any
case because the coolant flow was maintained very close to the
surface. An attached flow is traditionally desirous for an effective
cooling arrangement. However, in this case, having air close to the
wall caused the heat release due to reaction to also be maintained
near the wall. This resulted in a marked increase in the heat trans-
fer.

Looking further downstream for the shaped holes, Fig. 9 re-
veals that the reaction still has an impact at 75 hole diameters. The
difference between the air and nitrogen injections has diminished
at this distance but it is still prevalent causing about a 5–10%
enhancement with air particularly at the lower blowing ratios. At
the higher blowing ratios, little coolant would be expected at this
downstream location, so it is not surprising to see little variation.
One note is that the overall heat flux is calculated to be higher at
this location than at x /D=20. This is attributed to the greater
amount of cooling water present downstream pulling more heat
out of the test surface. The actual surface temperatures are 30–
80 K lower at x /D=75 than at x /D=20. Table 2 gives the varia-

Fig. 6 Angled hole heat flux as a function of equivalence ratio
and coolant gas at x /D=20

Fig. 7 Normal hole heat flux as a function of equivalence ratio
and coolant gas at x /D=20

Fig. 8 Fan shaped hole heat flux as a function of equivalence
ratio and coolant gas at x /D=20

Table 1 Comparison of stack temperatures at different equiva-
lence ratios

Equivalence ratio 0.6 0.8 0.95 1.5 1.6 1.7
Stack temperature �K� 1525 1777 1827 1845 1805 1760
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tion in surface temperature for the fan holes for four different
equivalence ratios at a blowing ratio of 1.0. Readily apparent is
the larger differences at the higher �.

One means of normalizing the differences in these results for
the various cooling configurations was to utilize an effective heat
transfer coefficient �heff�. The values of heff for each of the geom-
etries are compared in Figs. 10–12. Figure 10 displays heff for the
angled, fan-shaped, and normal holes at �=0.6. The data for cool-
ing air �closed symbols� and cooling nitrogen �open symbols� are
nearly coincident for the three geometries, indicating that bound-
ary layer reactions had no effect on heff at this �. Furthermore, the
basic trends of the data show the angled holes performed better
�maintained a lower heff� than the normal holes at lower M, how-
ever performance degrades at higher M due to separation. The
fan-shaped hole design provided much lower heff over the entire
range of tested values of M.

Figure 11 shows the heff data for the same cooling geometries at
�=1.5. The effect of boundary layer reactions can be clearly ob-

served by comparison of the air and nitrogen data. When air is
introduced, a significant increase in effective heat transfer coeffi-
cient was experienced for each geometry. The heff of the normal
jets increased by an average of 8% when coolant was switched
from nitrogen to air. The heff for angled holes increased by an
average of 14%, while the fan-shaped holes increased by 19%.
This caused the fan-shaped holes, which were the most effective
in the nonreactive flow conditions, to be the least effective �high-
est heff� for the lower blowing ratios. Interestingly, the shape of
the curve changed for the fan-shaped holes as well. The previous
minimum value of heff at M =1 has increased by 25% to one of the
highest levels of heff. This reemphasizes that the fan-shaped holes
which, by design, maintain the film coolant close to the wall, has
a negative impact in a reacting flow. Any reactions that occur do
so next to the wall for this cooling scheme, resulting in a signifi-
cant increase in the surface temperature.

Looking farther downstream to the 75 D location, Fig. 12 pro-
vides similar results at the equivalence ratio of 1.5. While the
overall levels have been reduced, the same trends are readily ap-
parent, which suggests one of two potential drivers. One explana-
tion is that the reaction times are sufficiently long to last an addi-
tional 55 hole diameters downstream. In other words the
Dahmkohler number �Da�, near 0.68 for this experiment, is such
that this reaction was still completing over this surface length.
Some simple reaction rate calculations were performed, which
shows that the carbon and air reaction would require about 1.62
ms to complete in this experiment and that the flow would take
about 1.1 ms to traverse from the cooling hole to the downstream
set of gauges so it is possible the reaction was still occurring at the
downstream location. The second potential driver stems from the
belief that the reaction was only occurring on the edge of the
coolant jets. Literature showed �Moore et al. �14�, for example�
that high vorticity is generated along the interface with the
freestream and this mixing zone is where combustion is likely to

Fig. 9 Fan shaped hole heat flux as a function of equivalence
ratio and coolant gas at x /D=75

Table 2 Comparison of surface temperatures at different
equivalence ratios for M=1.0 for the shaped holes

� X
Ts,Air
�K�

Ts,N2
�K�

Difference
�%�

1.7 20D 790.0 767.1 3.0
75D 730.4 725.4 0.7

1.5 20D 813.6 764.7 6.4
75D 739.2 717.5 3.0

0.8 20D 720.2 719.5 0.1
75D 671.7 669.7 0.3

0.6 20D 632.2 631.5 0.1
75D 597.9 597.4 0.1

Fig. 10 Comparison of cooling hole geometries: dependence
of heff on M, �=0.6, and x /D=20

Fig. 11 Comparison of cooling hole geometries: dependence
of heff on M, �=1.5, and x /D=20

Fig. 12 Comparison of cooling hole geometries: dependence
of heff on M, �=1.5, and x /D=75
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occur. As the jet progresses downstream, more oxygen was con-
vected out of the core where it could react with the fuel-rich
freestream. This process continued with downstream distance un-
til the air was depleted from the core. The fact that the normal
holes show little enhancement at this downstream position for low
blowing ratios further reinforces these drivers. The normal jet
ejected the flow further away from the wall leaving less oxygen
near the wall at the downstream location.

4 Conclusions
This study has focused on the potential for heat release to occur

within a turbine as a result of the interaction of air rich cooling
flow with the exhaust of a fuel-rich well-stirred reactor operating
at high temperatures over a flat plate. A test rig was designed and
constructed with modular components to allow the study of dif-
ferent cooling hole geometries. This investigation focused on
three common configurations used in modern turbines—normal
holes, angled holes, and fan-shaped cooling holes. The cooling
holes could be fed with either air or nitrogen, which enabled a
direct comparison of the impact of the reactions to be isolated.
The heat flux and effective heat transfer coefficient were calcu-
lated for a variety of equivalence ratios and blowing ratios for the
three cooling hole geometries.

This investigation has shown that reactions do occur down-
stream of the introduction of cooling film in the presence of a
combustor exhaust stream containing unburned fuel. These reac-
tions occurred close to the surface and resulted in augmented heat
transfer to the metal and only happened for equivalence ratios
above stoichiometric. The relative impact of the reactions on the
surface heat transfer was quantified for the three cooling arrange-
ments. The normal holes resulted in the lowest enhancement of
heat transfer to the surface. This was attributed to the high amount
of separation resulting in the reactions occurring off the wall sur-
face. The angled holes were more susceptible to reaction as the
coolant was introduced along the wall, thus significantly raising
the local driving temperature to the wall. The fan-shaped holes
exhibited the greatest degradation of performance since the well
attached film of coolant that was produced by this design resulted
in reactions occurring even closer to that wall and more spread
along the wall. This resulted in the highest overall heat load and
the greatest difference between the nitrogen injection and the air
injection. Overall, the results were consistent with blowing ratio
from the perspective of understanding where the jet would be
located for the specific case. A turbine cooling scheme designed to
take advantage of the improved performance of the fan-shaped
holes in a nonreactive condition could underpredict the magnitude
of augmented heat release due to fuel streaks, potentially resulting
in turbine durability degradation.

Further investigations are planned to better understand the two
main areas of concern. First, an improved quantification of the
inlet chemistry in the upstream boundary condition to the film
cooling jet is desired. Laser diagnostics will be used to aide in the
identification of the species that has a significant impact on the
reaction. Second, diagnostic lasers will also be used to help quan-
tify the location of the reaction and, more precisely, the extent of
the reaction. Clearly reactions can occur in a configuration such as
an intra turbine burner and further investigations are needed to
address relevant design issues.
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Nomenclature
A � area �m2�
D � diameter �m�

Da � Damkohler number
H � heat transfer coefficient �W /m2 K�
M � blowing ratio
ṁ � mass flow rate �g/min; g/s�
q� � heat flux �W /m2�
T � temperature �K�
U � velocity �m/s�
x � location; distance �m�

� � equivalence ratio
� � density �kg /m3�

Subscripts
� � freestream; reactor exhaust stream
c � coolant; convection

eff � effective
f � film
s � surface
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Ignition and Oxidation of 50/50
Butane Isomer Blends
One of the alkanes found within gaseous fuel blends of interest to gas turbine applica-
tions is butane. There are two structural isomers of butane, normal butane and isobutane,
and the combustion characteristics of either isomer are not well known. Of particular
interest to this work are mixtures of n-butane and isobutane. A shock-tube experiment
was performed to produce important ignition-delay-time data for these binary butane
isomer mixtures, which are not currently well studied, with emphasis on 50-50 blends of
the two isomers. These data represent the most extensive shock-tube results to date for
mixtures of n-butane and isobutane. Ignition within the shock tube was determined from
the sharp pressure rise measured at the end wall, which is characteristic of such exo-
thermic reactions. Both experimental and kinetics modeling results are presented for a
wide range of stoichiometries ���0.3�2.0�, temperatures (1056–1598 K), and pres-
sures (1–21 atm). The results of this work serve as a validation for the current chemical
kinetics model. Correlations in the form of Arrhenius-type expressions are presented,
which agree well with both the experimental results and the kinetics modeling. The results
of an ignition-delay-time sensitivity analysis are provided, and key reactions are identi-
fied. The data from this study are compared with the modeling results of 100% normal
butane and 100% isobutane. The 50/50 mixture of n-butane and isobutane was shown to
be more readily ignitable than 100% isobutane but reacts slower than 100% n-butane
only for the richer mixtures. There was little difference in ignition time between the lean
mixtures. �DOI: 10.1115/1.3204654�

1 Introduction
Fuel-flexible gas turbines are of interest to the power generation

industry due to the increasing level of variation in hydrocarbon
fuel composition. It is very important that the combustion chem-
istry is well understood to avoid problems in the combustion sys-
tem such as flashback, blowoff, instabilities, and autoignition
�1,2�. Thus, there is a need to perform experiments to validate the
detailed chemistry mechanisms for various higher order hydrocar-
bons. The focus of this paper is on the chemistry of a butane fuel
blend comprised of 50% n-butane with 50% isobutane in air. Al-
though this blend may not be a practical fuel for use on its own,
its chemistry is a fundamental part of other hydrocarbon fuels
such as liquefied natural gas �LNG� and refinery fuels used in
industrial applications. Most importantly, the present work pro-
vides the validation of chemistry models at practical engine con-
ditions.

Previous work has shown that butane isomers have different
combustion characteristics. Structurally, n-butane is the un-
branched alkane with four carbon atoms, while isobutane, also
known as 2-methylpropane, is the branched structure of butane, as
seen in Fig. 1 �3�. Although n-butane and isobutane have many
similar properties, for example, molar mass, they also have dis-
similar properties such as boiling point and autoignition tempera-
ture. Normal butane has been shown to be more readily ignitable
than isobutane �4�.

Butane, like many other complex hydrocarbons, exhibits inter-
esting combustion characteristics such as cool flames, negative
temperature coefficient regions �5�, two-stage autoignition, and
product formation at low temperatures �6�. Logically, it follows
that understanding butane will give insight to other more complex
hydrocarbons. To date, there have been many studies investigating
the behavior of n-butane oxidation �5–21�, while only a few ex-

amine isobutane �5,8�. It is important to investigate butane be-
cause its two isomers have been shown to have different combus-
tion characteristics �4,5,8,21�. Previous investigations have
utilized many different techniques such as shock tubes �14�, rapid
compression machines �RCMs� �5,6,10,17�, spark ignition engines
�11�, jet stirred reactors �12�, and homogeneous charge compres-
sion engines �13�. In general, there is a lack of data for blends of
the two isomers, particularly at pressures of interest to gas tur-
bines and with undiluted fuel-air mixtures.

In the present study, shock-tube experiments have been per-
formed to determine ignition delay times over a wide range of
conditions for 50/50 n-/isobutane blends in theoretical air �O2

+3.76N2�, as seen in Table 1. The range of conditions includes
equivalence ratios of 0.3���2.0, where the equivalence ratio is
the mass-based fuel-to-oxidizer ratio to the stoichiometric fuel-to-
oxidizer ratio, target pressures of around 1� P �atm��21, and
temperatures of 1056–1598 K. The results from this work are
important to validate chemistry models.

A discussion on the chemical kinetics modeling follows, along
with a comparison of the model to experimental results. Addition-
ally, details of the experimental setup and a discussion concerning
the approach used to determine ignition delay times are provided

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received
March 26, 2009; final manuscript received April 7, 2009; published online March 4,
2010. Review conducted by Dilip R. Ballal. Paper presented at the ASME Gas
Turbine Technical Congress and Exposition, Orlando, FL, June 8–12, 2009.

Fig. 1 n-butane and isobutane chemical structures. Normal
butane carbon atoms are arranged in one row, while isobutane
has a carbon atom in the middle †4‡.
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in the following sections. Lastly, a thorough discussion of the
results is provided as well as results from developed correlations.
A sensitivity analysis is also presented to give insight to the im-
portant reactions for ignition under varying conditions.

2 Chemical Kinetics Model
The chemical kinetics mechanism was developed, and simula-

tions were performed using the HCT �Hydrodynamics, Chemistry,
and Transport� program �22�. The detailed chemical kinetics
model is based on that used to describe methane/propane �23� and
methane/ethane/propane mixtures �24�, but some changes have
been made, and these are discussed here. The thermochemistry of
a number of species has been taken from the CHEMKIN thermo-
chemistry library �25� or recalculated using THERM �26� with up-
dated groups based on the work of Lay et al. �27� and Sumathi and
Green �28� �Table 2�. In the mechanism, reactions obey the ther-
modynamic equilibrium, and thus changes in thermochemistry
have led to changes in rate constants of reactions involving these
species.

Figure 2 shows how well the model performs over wide ranges

Table 1 Mixture compositions in percent volume

Mixture �
n-C4H10

�%�
iso-C4H10

�%�

1 0.3 50 50
2 0.5 50 50
3 1.0 50 50
4 2.0 50 50

Table 2 Sample of thermochemistry data for species that were changed for the present
mechanism, where Hf

0 is the standard heat of formation, Sf
0 is the entropy, and Cp is specific

heat under constant pressure

SPECIES
Hf

0 at 298 K
�kcal mol−1�

Sf
0 at 298 K

�cal K−1 mol−1�

Cp
�cal K−1 mol−1�

300 400 500 600 800 1000 1500

CH
2

a 92.49 46.72 8.25 8.55 8.88 9.23 9.93 10.57 11.74
Ca 171.31 37.76 4.98 4.98 4.97 4.97 4.97 4.97 4.97
CH2COa �12.40 57.79 12.43 14.17 15.67 16.91 18.79 20.24 22.44
HCCOa 42.45 60.74 12.65 13.47 14.23 14.92 16.07 16.83 17.98
HCCOHa 20.43 58.71 13.22 14.78 16.16 17.35 19.15 20.30 22.29
C2H5CHOb �45.36 72.75 19.82 23.24 26.77 30.28 36.85 42.35 50.07
C2H5COb �7.96 73.87 19.31 21.77 24.62 27.65 33.64 38.76 45.41
HO2CH2OCHOb �110.29 90.89 25.72 30.04 33.61 36.54 40.88 43.74 47.49
HOCH2OCOb �82.59 81.62 19.83 22.28 24.60 26.74 30.41 33.18 36.77
CH3OCHOb �85.68 68.10 15.62 18.97 22.09 24.95 29.73 33.22 37.35
CH3OCOb �39.37 68.94 14.74 17.57 20.20 22.60 26.56 29.38 32.53
CH2OCHOb �37.42 70.63 14.64 17.57 20.24 22.62 26.52 29.28 32.46
C3H

8
b �25.06 64.29 17.90 22.77 27.08 30.89 37.16 41.95 49.33

n-C3H
7

b 23.94 69.08 17.13 21.39 25.17 28.50 34.00 38.20 44.68
iso-C3H

7
b 21.29 68.80 16.56 20.48 24.11 27.42 33.12 37.58 44.33

C3H
6

b 4.87 63.82 15.45 19.32 22.74 25.75 30.72 34.51 40.34
C3H5-ab 40.97 60.69 14.88 18.70 21.94 24.68 28.96 32.07 36.88
C3H5-tb 61.78 65.63 15.09 18.09 20.80 23.24 27.37 30.59 35.58
C3H5-sb 63.98 65.21 15.26 18.51 21.36 23.85 27.92 31.01 35.82
C3H4-ab 47.64 57.95 14.25 16.97 19.46 21.71 25.45 28.20 32.06
C3H4-pb 45.77 58.90 14.51 17.06 19.40 21.54 25.16 27.90 31.79
C3H

3
b 83.05 61.49 15.84 17.74 19.47 21.01 23.43 25.00 27.55

C3H6OOH2-2b 1.00 88.11 26.02 31.08 35.29 38.78 44.14 47.97 54.08
C3H51-2 ,3OOHb �20.00 104.98 33.45 39.90 45.21 49.55 56.01 60.37 66.48
C3H52-1 ,3OOHb �17.98 103.80 33.05 39.02 44.08 48.35 54.95 59.59 66.07
C2H3OOHb �7.59 72.50 18.43 22.06 25.07 27.55 31.25 33.75 37.25
C4H

10
b �30.04 73.71 23.34 29.68 35.27 40.17 48.21 54.27 63.52

pC4H
9

b 18.96 78.50 22.57 28.30 33.36 37.79 45.05 50.53 58.86

sC4H
9

b 16.31 79.52 21.81 27.37 32.37 36.84 44.27 49.92 58.31
C4H8-1b 0.07 73.51 20.62 26.22 31.06 35.25 41.98 47.00 54.71
C4H8-2b �2.78 71.03 20.67 25.84 30.45 34.53 41.29 46.45 54.32
C4H8OH-1b �19.71 90.39 24.82 30.85 36.15 40.80 48.37 54.03 62.47
C4H8OH-2b �24.08 88.39 25.43 31.55 36.89 41.53 49.02 54.58 63.00
C2H3COCH

3
b �30.40 78.20 21.23 26.36 30.77 34.55 40.53 44.88 51.30

iso-C4H
10

b �32.07 70.11 23.33 29.79 35.44 40.38 48.41 54.49 63.86

iso-C4H
9

b 16.93 75.21 22.54 28.40 33.53 37.99 45.26 50.74 59.21
tC4H

9
b 12.33 75.35 22.45 27.38 31.98 36.22 43.59 49.46 58.47

iso-C4H
8

b �4.21 71.37 21.58 26.74 31.30 35.31 41.90 46.91 54.64
iso-C4H

7
b 31.89 69.62 20.99 26.11 30.47 34.20 40.10 44.44 51.16

tC3H6OHb �24.40 76.94 20.50 24.97 28.79 32.06 37.24 41.06 47.12
tC3H6O2CHOb �39.73 93.50 30.47 36.84 42.27 46.88 54.07 59.18 66.46
tC3H6O2HCOb �38.93 94.40 31.74 38.35 43.91 48.56 55.63 60.46 66.91
iso-C3H5O2HCHOb �26.83 96.70 31.82 38.41 43.96 48.59 55.63 60.44 66.90

aKee et al. �25�.
bRitter and Bozzelli �26�, Lay et al. �27�, and Sumathi and Green �28�.
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of temperatures �650–1400 K� and pressures �10–30 atm� for pure
n-butane/air mixtures. The data shown in Fig. 2 were taken from a
recent study by the authors, presented elsewhere �29�. A complete
listing of the detailed kinetic mechanism, together with thermo-
chemical parameters and transport data, is available on the NUI
Galway combustion chemistry website.1

3 Experiment
As mentioned above, shock-tube experiments were performed

over a wide range of conditions to better understand the ignition
behavior of various 50/50 blends of n-/isobutane. The experiments
were performed using two separate shock tubes as described later
in this section. Pressure traces from the experiment were analyzed
to determine ignition time. The ignition-delay data were then used
to help validate the chemical kinetics mechanism.

3.1 Apparatus and Procedure. Two shock-tube facilities ca-
pable of achieving the high pressures and temperatures needed for
the present study are described in this section. Both facilities mea-
sure the incident-shock velocity at the test region to determine the

overall conditions behind the reflected shock by way of one-
dimensional shock relations. The incident-shock measurement is
facilitated by five pressure transducers �PCB 113� set in series
along the side of the shock tube, which feed signals to four Fluke
PM 6666 timer counter boxes, which in turn are used to extrapo-
late the incident-shock velocity directly to the end wall.

The first facility, described in greater detail by Petersen et al.
�30�, used in generating all of the data in the intermediate- to
high-pressure region, has a driven section length of 10.7 m with a
circular profile internal diameter of 16.2 cm. The driver section of
this first facility is 3.5 m in length and has a smaller internal
diameter of 7.62 cm, which is then expanded through a nozzle
cone to the driven diameter directly after the diaphragm location.
The second facility, presented by Aul et al. �31�, has a driven
section length and inner diameter dimensions of 4.72 m and 15.24
cm, respectively, and a driver section length and an inner diameter
of 4.93 m and 7.62 cm, respectively. A schematic of the second
facility is shown in Fig. 3. Both facilities are constructed entirely
of stainless steel 304, which is wholly inert to the test gases used
in this study.

Ignition-delay-time measurements are determined from the
highly exothermic pressure rise present during reaction via PCB
134A and Kistler 603B1 pressure transducers located at the side-
wall and end wall of each shock-tube facility. Measurements of
the emission of OH� chemiluminescence are made at both the
sidewall and end wall locations through CaF2 windows and are
focused onto a 307�5 nm bandpass filter in sequence with a
Hamamatsu 1P21 photomultiplier tube in a home-made housing.
Each of the data signals is processed through a 14 bit GageScope
digital oscilloscope board with sampling rates of 1 MHz or greater
per channel.

3.2 Ignition Time Definition. The ignition time is measured
from the end wall as the sudden rise in pressure behind the
reflected-shock wave. For these real fuel-air mixtures, a sharp rise
is seen in the pressure trace during ignition, which also coincides
with the onset of OH� emission, as shown in Fig. 4�a�. The end
wall pressure trace was used quantitatively to determine ignition
time, while the end wall emission trace was used qualitatively to
verify the ignition event. For the mixtures analyzed in this work,
no significant pressure rises before ignition were observed, even
under colder temperatures and longer test times, as seen in Fig.
4�a�. Figure 4�b� shows the pressure and emission traces for a
different temperature and stoichiometry and is representative of
all test cases. No pre-ignition pressure rises, such as those some-
times seen in lower-temperature, higher-pressure experiments,1http://c3.nuigalway.ie/butane.html

Fig. 2 Validation of model for 100% n-butane in air „�=1… over
a wide range of conditions. Points are experimental results;
lines are model simulations. Data are from Ref. †29‡.

Fig. 3 Schematic of shock-tube facility presented in Aul et al. †31‡
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were observed in any of the data presented herein. Such early
pressure increases have been linked to faster-than-expected igni-
tion events in some studies �32�.

4 Results
The experimental results for the entire range of conditions are

provided in Table 3, where the definition of ignition delay time for
each case was defined as the inflection point between the test
pressure achieved after compressing the mixture and the steep rise
in pressure at the time of ignition, as described above.

The experimental data for all four mixtures are plotted in Figs.
5–8 on Arrhenius-type plots that give the ignition delay time on a
log scale as a function of the reciprocal reflected-shock tempera-
ture. Predicted ignition times from the C4 mechanism are shown
on each plot as well. The effect of temperature on the ignition
times can be discerned from the data. For temperatures above
about 1175 K, the ignition trend becomes more linear, and the
slope is steeper. This trend is noticeable for all the mixtures
herein. In general, the model is in excellent agreement with the
measured ignition delay times, particularly at the higher pressures.

There is a small but noticeable ignition delay time uncertainty
that is apparent for measurements lower than 200 �s and has
been statistically averaged throughout the collection of data to be
�8 �s. This uncertainty in time is the result of inherent uncer-
tainties in selecting the specific pressure and/or emission features
at the time of the ignition event and also in the repeatability of the

Fig. 4 Typical end wall pressure and emission traces used to
determine ignition delay time. No early reaction leading to ac-
celerated main ignition is seen in either the pressure or OH�

traces. „a… Long test time example: T=1105 K and �ign
=1959 �s. „b… Typical test time example: T=1179 K and �ign
=600 �s.

Table 3 Shock-tube ignition-delay-time data for 50/50
n-/isobutane mixtures in air

T �K� P �atm� �ign ��s� �

1354 1.9 166 0.3
1321 2.0 318
1282 2.0 511
1255 2.0 725
1248 2.0 895
1253 8.6 335
1151 9.1 1396
1307 7.9 169
1102 8.9 2380
1190 8.5 878
1266 17.7 223
1211 18.9 421
1148 19.5 804
1099 19.9 1287
1362 16.9 79

1383 1.7 130 0.5
1307 1.7 410
1282 1.9 650
1263 1.9 973
1235 1.8 1404
1363 1.8 199
1409 1.7 111
1105 9.4 1959
1147 8.9 1292
1239 8.2 444
1321 7.6 164
1195 8.6 746
1323 16.9 89
1240 17.9 247
1167 18.5 543
1115 19.5 846
1079 20.3 1191
1406 16.3 42

1278 1.9 773 1.0
1266 1.8 1045
1303 1.8 714
1336 1.8 469
1355 1.8 380
1350 1.8 395
1274 1.9 1053
1179 9.3 600
1096 9.3 1662
1258 7.9 318
1366 7.1 123
1111 8.8 1652
1178 9.3 812
1220 18.3 266
1158 19.4 441
1099 20.0 727
1062 21.0 987
1297 16.9 129
1407 15.4 48

1300 1.7 784 2.0
1368 1.6 403
1445 1.5 178
1517 1.3 115
1262 1.7 1449
1194 8.1 637
1119 8.7 1369
1076 9.2 2030
1266 7.4 369
1361 6.9 165
1421 6.3 100
1119 19.1 488
1056 19.1 871
1182 18.6 317
1259 17.4 187
1317 16.0 107
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ignition event itself from test to test. This variation is almost in-
significant for longer ignition times and is thus only shown in
error bars for the faster ignition results.

5 Discussion
The experimental results are in agreement with the present C4

mechanism over the entire range of temperatures, pressures, and
stoichiometries, as seen in Figs. 5–8. Any slight disagreement that
does exist between the model and the data occurs at the lower
pressure �Fig. 8�, where the model overpredicts the ignition at
higher temperatures. Since the model is validated over the condi-
tions of the experiment, it can be used to explore the effect of
mixtures and conditions not directly measured in the experiment.

Figure 9 compares the results from the model for the cases of
100% n-butane, 0% isobutane all the way to the case of 0%
n-butane, 100% isobutane in 25% increments for various stoichi-
ometries ��=0.3, 0.5, 1.0, and 2.0� at P=8 atm. An interesting
effect is seen at fuel lean conditions �Figs. 9�a� and 9�b��, where
there is little variation in ignition times between 100% n-butane
and 100% isobutane. There becomes a clear distinction in ignition
times of the two different isomers when the fuel blend is stoichi-

ometric, as seen in Fig. 9�c�. This difference becomes even more
exaggerated under fuel rich conditions, where in Fig. 9�d�
n-butane is seen to ignite significantly faster than isobutane. A
sensitivity analysis was performed to further examine this effect
and is presented later in this section.

In other ongoing work, the authors have performed an extensive
series of rapid compression and shock-tube ignition-delay-time
experiments for the cases of 100% isobutane as well as 100%
n-butane �29�. This work agrees with the predicted results shown
in Fig. 9 and was also mentioned above with regard to Fig. 3.
Correlations have been developed from the experimental results to
predict ignition delay times. Each correlation determines ignition
times for a given temperature, pressure, and amount of n-butane
and isobutane. The correlations help to give an understanding of
the complex chemistry by providing simplified physical relation-
ships. Following traditional hydrocarbon fuel ignition time behav-
ior, it is seen that the ignition time is exponentially dependent on
the inverse temperature and directly dependent on the mixture
concentration to some power. The basic form of the correlation is
as follows:

Fig. 5 Ignition-delay-time data compared with model results
for mixture 1: 50% n-C4H10 and 50% iso-C4H10 at �=0.3

Fig. 6 Ignition-delay-time data compared with model results
for mixture 2: 50% n-C4H10 and 50% iso-C4H10 at �=0.5

Fig. 7 Ignition-delay-time data compared with model results
for mixture 3: 50% n-C4H10 and 50% iso-C4H10 at �=1.0

Fig. 8 Ignition-delay-time data compared with model results
for mixture 4: 50% n-C4H10 and 50% iso-C4H10 at �=2.0
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�ign = A�fuel�x�air�y exp� E

RT
� �1�

where �ign is the ignition delay time or kinetic time in �s; fuel is
50/50 n-C4H10 plus iso-C4H10 in mol /cm3; air is also in mol /cm3;
E, A, x, and y are constants. The constant E is commonly referred
to as an ignition activation energy, which is in kcal/mol, and R is
the ideal gas constant in kcal /mol K units. As noted above, there
is a shift in temperature dependence between the higher-
temperature and lower-temperature data, so two correlations were
found to best fit the data.

The first correlation was developed for temperatures greater
than 1175 K �Eq. �2��. When using the data to obtain the correla-
tion, data that were close to 1175 K were used in both the high-
and low-temperature correlations, so that the correlations will
overlap,

�ign = 6.734 � 10−8�fuel�0.077�air�−0.769 exp�40.1/RT� �2�
The pressure dependence of ignition delay can be estimated as the
pressure raised the sum of the exponents of the fuel and air terms
since the fuel and air concentrations both depend linearly on the

Fig. 10 High-temperature correlation from Eq. „2…. Experimen-
tal data, correlation results, and mechanism predictions plotted
against inverse temperature show good agreement for high
temperatures „� in �s; †fuel‡ and †air‡ in mol/cm3

….

Fig. 11 Low-temperature correlation of Eq. „3…. A shallower
slope is seen for the lower temperature experimental data, cor-
relation, and mechanism predictions when plotted against in-
verse temperature „� in �s; †fuel‡ and †air‡ in mol/cm3

….

Fig. 9 Ignition delay times obtained from the mechanism are
plotted against inverse temperature at 8 atm for a wide range of
stoichiometry. Fuel lean conditions show similar ignition times
for n-C4H10 and iso-C4H10; however, under stoichiometric and
fuel rich conditions, n-C4H10 and iso-C4H10 have significantly
different ignition times. „a… �=0.3, „b… �=0.5, „c… �=1.0, and „d…
�=2.0.
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pressure. The above equation gives an overall pressure depen-
dency of P−0.69. The negative exponents of fuel and air show that
ignition will become faster with increasing amounts of fuel and
air. Results from the high-temperature correlation compared with
the experimental results and mechanism predictions show good
agreement, as seen in Fig. 10, with an R2=0.93.

The mechanism was run over the conditions of the experimen-
tal range to determine predicted ignition delay times. The results
from the mechanism were then compared with the correlation.
Figures 10 and 11 show excellent agreement between the pre-
dicted results and the correlation for the same range of tempera-
tures, pressures, and equivalence ratios.

In a similar fashion, a low-temperature correlation was devel-
oped for temperatures less than 1175 K,

�ign = 1.335 � 10−7�fuel�−0.343�air�−0.660exp�28.0

RT
� �3�

Here, a pressure dependence of P−1.003 was seen. Once again,
good agreement, R2=0.96, is seen between the correlation, experi-
mental data, and mechanism predictions, as shown in Fig. 11.

The activation energy, E, for the high-temperature correlation
�40.1 kcal/mol� is larger than that of the lower-temperature corre-
lation �28.0 kcal/mol�. This difference corresponds to a steeper
slope when plotted against an inverse temperature, as seen in Figs.
10 and 11.

To gain further insight to the chemical processes occurring dur-
ing ignition, a sensitivity analysis was performed. A range of sto-
ichiometries from lean to rich for 50/50 n-/isobutane mixtures was

investigated in the sensitivity study. Within the mixtures, high
�1400 K� and low �1050 K� temperatures were chosen as well as
high �18.6 atm� and low �1.8 atm� pressures. Using CHEMKIN �33�,
a sensitivity analysis was performed on the species OH�. Although
this is not the same as performing a direct ignition-delay sensitiv-
ity, it is qualitatively similar since there is a sudden buildup of the
radical OH* at ignition and because OH� chemiluminescence is a
marker of ignition in the experiments. The majority of the key
reactions that mostly affect ignition will show up in the excited
hydroxyl radical sensitivity. It should be noted that reactions that
have a positive or increasing effect on OH�, which is a highly
reactive species, lead to decreasing ignition time, while reactions
that have a negative or decreasing effect on OH� will increase
ignition time.

Figures 12 and 13 show normalized sensitivities for the top
reactions at a given condition versus time. Figure 12 provides the
low-pressure, low-temperature case, while Fig. 13 shows the high-
pressure, low-temperature results, both for fuel lean conditions.
The OH� mole fraction is also shown on the plot and used to
determine ignition. At the time of ignition, the most important
reactions are listed. The reaction numbering scheme used in this
paper follows that used in the C4 mechanism.

The OH� sensitivity analysis for the fuel lean cases revealed
that the top reactions for all cases are well known reactions from
the methane and hydrogen mechanisms. Under most conditions,
the chain branching reaction R1 �H+O2=OH+O�, which helps to
speed up ignition, is the most important reaction. At low pressures
�both at high and low temperatures�, the most influential reactions
in speeding up ignition time other than R1 were R109,

Fig. 12 Sensitivity analysis results from OH� show the most
important reactions as a function of time during ignition. Sen-
sitivity results for low pressure „1.8 atm… and low temperature
„1050 K….

Fig. 13 Sensitivity analysis results from OH� show the most
important reactions as a function of time during ignition. Re-
sults shown for high pressure „18.6 atm… and low temperature
„1050 K….
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CH3 + HO2 = CH3O + OH

and R113,

CH3 + O2 = CH2O + OH

At high pressures and low temperatures �Fig. 13�, R1, while
still influential, is not the most important reaction in accelerating
ignition. Of more importance at these conditions is reaction 16,
the hydrogen peroxide decomposition reaction that forms two of
the highly reactive radical OH,

H2O2 + M = OH + OH + M

When looking at high pressures and low temperatures, peroxide
reactions become most important, as expected.

Interestingly, the only C4 reactions that show up as being im-
portant for lean ignition at the conditions of interest herein are the
hydrogen abstraction reactions of the butanes with OH at the
lower pressures �R684, R685, and R1020 in Fig. 12� and with
HO2 at the higher pressures �R689, R1023, and R1024 in Fig. 13�.
Isobutane pyrolysis also has some importance at the lower pres-
sure �R1012, Fig. 12�.

As previously mentioned, the composition of the fuel blend has
an increasingly greater effect on the ignition time at fuel rich
conditions than at fuel lean conditions, as seen in Figs. 9�a�–9�d�.
A sensitivity analysis on OH� at fuel rich conditions ��=2.0�
confirms that the key reactions vary between fuel lean and fuel
rich conditions. Figure 14 provides the low-pressure, low-
temperature case, while Fig. 15 shows the high-pressure, high-
temperature results, both for fuel rich conditions. Figure 14 shows

that the most important reactions in speeding up ignition at low
pressures and low temperatures are different from those of the fuel
lean case �Fig. 12�. The oxygen-containing, chain branching reac-
tion, R1, is no longer the most important reaction. Two new reac-
tions show up as being important at these conditions, R252,

C2H4 + CH3 = C2H3 + CH4

and R184,

C2H5 + O2 = C2H4 + HO2

These hydrocarbon reactions become more important under fuel
rich conditions.

The examination of sensitivity analysis results for fuel rich con-
ditions at high pressure �18 atm� and high temperature �1400 K�,
as seen in Fig. 15, reveals that some of the most influential reac-
tions on ignition time are different from the reactions that were
most important at fuel lean conditions. For high pressures and
high temperatures, the two most important reactions for decreas-
ing ignition time, R1 and R109, are the most important reactions
for both fuel lean and rich conditions. However, the next two most
important reactions are different. At fuel rich conditions, the hy-
drocarbon reactions R184 and R252 prove to be important. Addi-
tionally, the butane decomposition reaction R668 becomes influ-
ential in accelerating ignition,

Fig. 14 Sensitivity analysis results from OH� show the most
important reactions as a function of time during ignition. Sen-
sitivity results show that the key reactions for fuel rich condi-
tions are different from those reactions for fuel lean conditions
at low pressure „1 atm… and low temperature „1050 K….

Fig. 15 Sensitivity analysis results from OH� show the most
important reactions as a function of time during ignition. Sen-
sitivity analysis results show that the important reactions for
fuel rich conditions are different from those reactions for fuel
lean conditions at high pressure „18 atm… and high temperature
„1400 K….
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C4H10�+ M� = C2H5 + C2H5�+ M�
While many of the same reactions that increase ignition time show
up for both fuel lean and fuel rich conditions, the influence of the
most significant reactions changes.

6 Conclusion
Shock-tube experiments have been performed over a wide

range of conditions to validate the chemical kinetics mechanism
for a blend of 50/50 n-/isobutane in air at pressures up to approxi-
mately 20 atm. This study marks the first of its kind to perform
such an extensive investigation into this isomer fuel blend. A very
good agreement has been demonstrated between the chemical ki-
netics model developed herein and the data. Additionally, useful
correlations were developed to gain insight on the fundamental
behavior of the system including important physical relationships
such as the effect of stoichiometry on ignition times for different
fuel blends and the pressure dependence of the ignition delay
time. At lean conditions, the butane type has little effect on igni-
tion time, whereas at stoichiometric and rich conditions, differ-
ences between n- and isobutane become apparent.
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fluorescence on the OH radical and OH� chemiluminescence imaging were applied to
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1 Introduction
The lean premixed combustion concept is widely applied in

stationary gas turbines �GTs� in order to achieve low NOx levels.
However, these flames are prone to combustion instabilities in the
form of unsteady flame stabilization or thermoacoustic pulsations
�1–5�. These phenomena arise from a complex interaction be-
tween the turbulent flow field, the flame reactions, and the com-
bustor geometry. Furthermore, effects of unmixedness have a sig-
nificant influence on the flame stabilization and emissions �6,7�.
Different approaches have been reported to reduce or even to
eliminate the unsteady effects, e.g., active or passive control
mechanisms �8–13� or fuel staging �14�. However, a fundamental
understanding of the underlying mechanisms has not been reached
so far, and further experimental and numerical studies are neces-
sary before the potential of lean premixed combustion can be fully
exploited.

In recent years, detailed laser diagnostic studies in GT-relevant
combustors have contributed significantly to a better understand-
ing of processes such as flame stabilization, combustion instabili-
ties, pollutant formation and finite-rate chemistry effects. Fre-
quently used measuring techniques were particle image
velocimetry �PIV� or laser Doppler velocimetry �LDV� for the
flow field; laser induced fluorescence �LIF� for flame radicals,
tracers, pollutants, or temperature; coherent anti-Stokes Raman
scattering �CARS� for temperature; and laser Raman scattering for
species concentrations. Overviews and detailed descriptions of the
different laser measurement techniques can be found in Refs.
�15–18�. In some research groups, high-pressure test rigs have
been equipped with optical access in order to apply these tech-
niques to GT combustion processes under realistic conditions, i.e.,
preheated air, elevated pressure, high thermal loads, high turbu-

lence levels, and relevant combustor geometries, see for example
Refs. �19–28�. Here, challenges arise from the limited optical ac-
cess and especially from window contamination by the high ther-
mal loads or particles in the flow �29�. Particularly for single-shot
one-dimensional �1D� Raman measurements, which require high
laser pulse energies, a high laser fluence can lead to window dam-
age or optical breakdown in the focal region.

In the investigations presented here, a scaled industrial GT-
burner was installed in the high-pressure test rig at the Institute of
Combustion Technology of the German Aerospace Center �DLR�
in Stuttgart and investigated using different laser measuring tech-
niques in combination with chemiluminescence imaging, exhaust
gas analysis, and dynamic pressure recording. The combustor was
operated with natural gas �NG� and preheated air �T=400°C�, and
the flame settings were varied in a wide range of thermal power,
equivalence ratio, and fuel staging. Main goals of the study were
a detailed characterization of the combustion process, the influ-
ence of fuel staging on the flame stabilization, the quantification
of the degree of mixing, the identification of effects of turbulence-
chemistry interactions, and the investigation of transient flame
behavior. Planar laser induced fluorescence �PLIF� of OH and
OH� chemiluminescence imaging were applied to determine the
flame structures and the stabilization region. Further, 1D-laser Ra-
man scattering was used to quantitatively measure the major spe-
cies concentrations �N2, O2, H2O, CxHy, CO2, CO, and H2� and
the temperature. By this technique, the local mixture fraction and
the reaction progress could be determined, revealing effects of
unmixedness and turbulence-chemistry interactions.

The focus of this paper lies on the comparison of two different
flames in terms of their shape and stabilization on the burner.
Detailed quantitative results from single-shot 1D-Raman measure-
ments on a scaled industrial GT-burner under realistic conditions
are presented for the first time to our knowledge.

2 Experimental Setup

2.1 Burner and Test Rig. The experiments were conducted
on a geometrically downscaled version of a gas turbine burner
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�Alstom EV burner� �30,31�. The burner has already been the
object of various experimental and numerical investigations with
respect to the flow field, the flame behavior, emissions, the flame
stability, and the mechanism of flame stabilization, see Refs.
�14,32�. A schematic drawing of the burner is shown in Fig. 1. The
positions of the laser sheet for LIF measurements and the radial
profiles where the Raman measurements were taken are also indi-
cated. It should be noted that the laser beam for the 1D-Raman
measurements was directed orthogonally to the LIF laser sheet;
the line in Fig. 1 refers to the middle of the imaged range, which
intersects the LIF sheet.

The design of this swirl-stabilized burner is based on two
halves of a cone, which are radially shifted apart. This generates
two tangential slots of constant width, through which the combus-
tion air enters the cone. By this concept, a tangential velocity
component is induced in the flow, with an increasing swirl
strength downstream and which results in a vortex breakdown
close to the burner exit �D=70 mm�. The fuel is injected through
small holes along the tangential slits and mixes with the entering
air. Additional fuel can be injected through the tip of a pilot lance,
which protrudes on the axis 54 mm upstream from the burner
mouth. The two fuel flows �tangential slots and pilot lance� can be
controlled separately for different fuel staged operation condi-
tions. The staging ratio is defined as the ratio of the fuel mass flow
through the lance to the total fuel mass flow. For the present study,
the EV type burner was operated and investigated in the high-
pressure combustion test facility HBK-S
�Hochdruckbrennkammerprufstand-Stuttgart� at the DLR Stut-
tgart. The test rig and the specially designed rectangular combus-
tion chamber �99�129 mm2� were both equipped with large
quartz glass windows to provide full optical access on all four
sides. The outer windows in the pressure vessel were exposed to
elevated pressure but only at intermediate to low temperatures,
while the inner ones were directly exposed to the flame but only
moderate pressure variations. The inner windows were installed in
a double-glazed configuration with cooling air flowing between
the glass plates in order to reduce the thermal load of the win-
dows. So, there were three windows in total both on the laser
entrance and the exit side, as well as on the two sides in line of the
detection. The burner plate was cooled by air streaming through
small holes into the combustion chamber.

2.2 Flames. The burner was operated with natural gas/air
flames with a thermal power up to 370 kW at different values of
air equivalence ratio � and staging ratios. The NG was taken from
the public power supply. The composition of the NG hardly varied
during the period of the measurement campaign with a mean com-
position of 94.14% CH4, 2.955% C2H6, 0.557% C3H8, 0.064%
C4H10, 0.07% isobutane, 2.124% N2, and 0.09% CO2. The air
preheat temperature was kept constant to 673 K, the pressure in-

side the combustion chamber was 3 bars. It has been observed in
the flow field that the burner can exhibit two different ways of
flame stabilization, depending on the several conditions, as it has
been reported from several investigations, both experimental and
theoretical �14,32,33�. One is a conical and more stable flame with
respect to pulsations, which is anchored inside the burner cone.
The other one is stabilized just downstream the burner exit. In this
case, the flame is more opened and the outer recirculation zone
�ORZ� is more pronounced compared with the cone stabilized
flame. The opened mode has better mixing leading to lower NOx,
but it is also more prone to pulsations. Generally speaking, the
transition from the cone stabilized to the opened flame takes place
with increasing � �decreasing reactivity� with a relatively small
range in which the flame alternates between the two states, or with
a reduced staging ratio. The transition to the opened flame is ac-
companied by a reduction of NOx emissions and a pressure drop
across the burner, both in the case of increasing � and the case of
a reduced staging ratio. In this study, the results of 1D-Raman
measurements of two selected flames are presented, one of each
way of stabilization, and compared with the according LIF and
OH� chemiluminescence measurements. The two flames are re-
ferred to as flames A and B in this paper. Flame A is a cone
stabilized flame with a thermal power of 345 kW, a staging ratio
�A of 0.23, and �A�1.3. Flame B is an opened flame with 317
kW, �B=0.17, and �B�1.7. The corresponding mixture fractions
f are fA=0.044 and fB=0.034 for flames A and B, respectively.

2.3 PLIF ÕOH� Chemiluminescence Imaging. For the OH-
PLIF measurements a flashlamp pumped frequency doubled
Nd:YAG laser �Quanta Ray, DCR-2� was used to pump a fre-
quency doubled tunable dye laser �Lumonics, HD-500� at 10 Hz.
The UV beam �pulse duration of 8 ns and line width of 0.4 cm−1�
had a pulse energy of approximately 2.5 mJ at the exit of the laser
and was tuned to the Q1�8� transition of OH at approximately 283
nm in the ��=0→��=1 vibrational band of the A 2�+-X2� sys-
tem. The population of the laser-coupled ground state of the se-
lected line varied by approximately 9% in the temperature range
of interest �1400–2200 K�. Subsequent OH fluorescence in the
��=1→��=1 and ��=0→��=0 bands near 310 nm was detected
through an interference filter in the wavelength region 295–340
nm. This enabled suppression of light scattered from the incident
laser beam and background radiations. The output beam from the
dye laser was expanded into a vertical sheet by means of cylin-
drical lenses, as shown in Fig. 2. The laser sheet inside the com-
bustor was 60 mm in height and approximately 400 �m in thick-
ness. By means of a beam splitter, a small portion of the incoming
laser beam was directed into a CH4 /air reference flame on a ma-
trix burner, operated under laminar conditions. The LIF produced

Fig. 1 Schematic drawing of the burner and the measurement
positions of the different laser diagnostic techniques Fig. 2 Schematic drawing of the experimental setup for OH-

PLIF measurements
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by that flame was used for the online monitoring of the excitation
line wavelength.

The OH-PLIF detection system consisted of an image-
intensified charge coupled device �ICCD� camera �Roper Scien-
tific, 512�512 pixels� with achromatic UV lens �Halle, f /2, f
=100 mm�. Part of incoming laser sheet was deflected into a
quartz cell filled with fluorescent dye solution by means of a beam
splitter. The dye cell fluorescence profile was simultaneously im-
aged using another ICCD camera �Roper Scientific, 512
�512 pixels� equipped with a Nikon lens �f /4.5, f =105 mm�.
This dye cell profile was used for correcting the laser sheet profile
inhomogeneities. The image intensifier was set to an exposure
time of 400 ns for both the OH-PLIF and the dye cell fluorescence
camera. In this experiment, an arrangement for the correction of
absorption �34,35� was not applied. The same detection system
along with the filter combination was used for the OH� chemilu-
minescence measurements. The exposure time for the image in-
tensifier was set to 40 �s to capture the integrated �along the line
of sight� spontaneous emission from OH in the electronically ex-
cited state �OH��. The timing between the laser pulses and the
camera gate openings were synchronized by means of a pulse
delay generator �DG535, SRS Inc., Sunnyvale, CA�.

2.4 1D-Laser Raman Scattering. Single-shot vibrational Ra-
man scattering was applied to simultaneously determine the major
species concentrations �N2, O2, H2O, NG, CO2, CO, and H2�
along a line 7 mm in length. The NG was treated as one species in
the detection and evaluation procedure. The various hydrocarbons
within the NG all contribute to the Raman-active C–H stretch
vibration, which was detected at around 630 nm. The inaccuracy
associated with this simplification is relatively small because the
maximum NG mole fractions measured in the investigated pre-
mixed flames were approximately 0.1. Thus, the mole fractions of
the minor constituents of the NG are below 0.01. The main com-
ponents of the experiment were a laser system consisting of five
Nd:YAG lasers, a pulse stretcher, beam forming optics, the detec-
tion optics, a spectrograph, and an ICCD camera, as shown in Fig.
3. The Nd:YAG lasers provided five temporally separated pulses
at a wavelength of �=532 nm of 7 ns duration, each at a repeti-
tion rate of 10 Hz, which were combined to one beam �36�. In
order to reduce the intensity at the windows and to avoid optical
breakdown in the focal region the pulses were elongated by a
pulse stretcher, and furthermore the laser beams were focused by
a combination of two perpendicularly arranged cylindrical lenses
�f =300 mm� to generate a “blurred” focus of an average diameter
of 0.5 mm �29�. In this way, a total pulse energy of 0.8 J could be
irradiated into the combustor. The pulse stretcher consisted of two
beam splitters and six mirrors, which divided each pulse into sev-
eral individual pulses, which were recombined again after having
traveled different path lengths, generating a total pulse duration of

about 350 ns �37�. The Raman scattered light was collected at 90
deg by a custom designed achromatic lens system, with an aper-
ture of 150 mm configured for line imaging of Raman scattering
at 532 nm �36� and relayed onto the entrance slit of the spec-
trograph �SpectraPro 300i, Acton Research, f =300 mm, 490
lines/mm, f#=4, and dispersion �6 nm /mm�. For the rejection of
elastically scattered light, a holographic notch filter was placed in
front of the entrance slit. A slit width of 1 mm, a slit height of 14
mm, and a magnification of the detection optics of 2 resulted in an
imaged probe volume of 7 mm in direction of the laser beam and
0.5 mm in diameter. After spectral separation, the Raman bands
from the different major species were detected by an intensified
CCD camera �1340�1300 pixels� along the line of 7 mm. The
images were binned on chip to superpixels �268 in the direction of
the spectral separation and 28 in spatial direction�. This yielded a
partition of 28 measurement volumes along the laser line with
0.25 mm length. The laser was introduced from the top of the
combustor, and the focus was always kept in the middle of the
combustion chamber in vertical direction. The measuring location
within the combustion chamber was changed in the direction of
the detection line by translating the laser beam optics and detec-
tion optics simultaneously via computer controlled translation
stages. Due to restrictions of the optical access, the measuring
location closest to the burner mouth was 22 mm. For the measure-
ments presented in this paper, 500 single shots were recorded per
location.

One of the main challenges in performing the Raman measure-
ments was the degradation of the combustor windows, which were
directly exposed to the flame. At high flame temperatures, quartz
begins to soften and its surface becomes rough and increasingly
opaque leading to decreasing transmittance and, in the worst case,
to window damage by the laser beam. The degradation was not
uniformly distributed over the window and most severe where the
flame hit the quartz surface. As a result, the effective laser pulse
energy at the measuring location could not always be determined
accurately. However, this quantity is usually needed to ratio the
Raman signals in order to determine the species concentrations
quantitatively. A similar uncertainty arose from the unknown
�time and position dependent� transmission of the window on the
detection side. Therefore, it was necessary to find an appropriate
method to compensate for the lacking information.

2.5 Raman Data Evaluation. In order to deduce the species
number densities from the Raman signals, calibration measure-
ments were performed. Temperature dependent calibration and
crosstalk factors were determined in laminar flat flames �1150–
2200 K� with known temperature and gas compositions operated
at atmospheric conditions in the GT combustion chamber. The
coefficients for the low temperature range �T=300–1000 K�
were determined in cold and electrically heated gas flows. The
temperature is deduced from the total number density using the
ideal gas law and the measured pressure in the combustion cham-
ber. The measured signals from the GT flames were evaluated
using these calibration curves. Because the signals have to be
weighted by the laser pulse energy �on a single-shot basis�, the
uncertainty of the determination of the laser energy caused by
degraded windows led to a significant uncertainty in the determi-
nation of the species number densities. Although the relative spe-
cies composition was hardly affected by this uncertainty, the total
number density and thus the temperature are. Therefore, the fol-
lowing procedure was applied to determine the temperature. All C
and H atoms in the combustion chamber stem from the fuel and
all N and O atoms from the air supply �except for a negligible
contribution from the natural gas�. During all processes in the
combustion chamber �transport and chemical reactions� the
atomic ratios C/H and N/O remain unaltered in every volume
element, i.e., 0.26 for C/H and 3.73 for N/O. A correct Raman
measurement must therefore yield these numbers. On the other
hand, the Raman calibration curves for the different molecular

Fig. 3 Schematic drawing of the setup for 1D-Raman
experiments
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species exhibit different temperature dependencies. Fortuitously,
the temperature dependencies vary in a way that the C/H and N/O
ratios deduced from the measurements are a unique and noticeable
function of T. Taking the relative Raman signal intensities from
each single-shot measurement, it turned out that only for one tem-
perature value the ratios C/H and N/O assumed the expected val-
ues. The Raman-spectrum was therefore scaled to match the opti-
mum value of both the C/H and the N/O ratio. The species number
density and the temperature were then calculated based on the
scaled spectrum.

The precision of the Raman results can be estimated by the
single-shot evaluation and shot noise analysis of measurements on
the stable calibration flames. The relative standard deviations in
the postflame region of a flat CH4 /air flame at atmospheric pres-
sure are typically around 4% for N2, 13% for H2O, 20% for CO2,
and 7% for the temperature and the mixture fraction. The absolute
temperatures of the calibration flames were reproduced by an ac-
curacy better than 5%. The flame temperatures had been deter-
mined beforehand using CARS with an accuracy of 3%. The tem-
perature data for flat calibration flames obtained by CARS
measurements have been published in Refs. �38,39�. As the Ra-
man signals scale linearly with pressure, the signals from the GT
flames �3 bars� are a factor of 3 higher than in the calibration
flames. The precision should therefore be improved by a factor of
�	3. However, systematic uncertainties due to shifts in alignment
or signal correction might impair the accuracy.

3 Results

3.1 Cone Stabilized Flame A. The measurement results of
the two different flames are presented one after another. First, the
cone stabilized flame A is discussed. In Fig. 4 the mean OH�

chemiluminescence of this flame is shown, averaged over 200
single shots. The electronically excited OH is formed by the flame
reactions in the region of the highest heat release rates and is
therefore a good marker for the position of the flame front. In all
shown pictures, the flow is from the bottom up. One can clearly
see that the flame brush has a conical shape and is mainly con-
centrated in a distinct layer in the outer region of the swirled flow
exiting the burner. The combustion of the fresh gas already takes
place inside the burner and just outside the burner exit. One
should keep in mind, however, that the detected signal of the
chemiluminescence is integrated over the whole flame in the line
of sight and gives no information about the flame structure details
with an appropriate spatial resolution. The slight asymmetry in the
intensity distribution might partly be due to inhomogeneities in
the transparency of the combustor windows. However, the com-
bustor geometry is not axial symmetric, so that the observed
asymmetry of the flame might be real.

The PLIF measurements on OH reveal the hot regions in
the combustion chamber where the OH radical is present
��1400 K�. The results of the PLIF measurements of flame A are

shown in Fig. 5. On top, the mean OH distribution is shown,
averaged over 200 single shots. The asymmetry is caused by ab-
sorption of the laser radiation by OH radicals and thus attenuation
of the laser light sheet, which enters the combustion chamber
from the left side. The hot inner recirculation zone �IRZ� reaches
back into the burner, where it promotes the ignition of the fresh
gas and stabilizes the flame. The bottom picture shows a single
shot of the OH-PLIF measurements. Like the OH� chemilumines-
cence measurements, it also shows the conical shape of the flame
and reveals a strongly wrinkled flame front due to the turbulence
of the flow. Regions of high signal intensity �red and yellow�
indicate the location of the flame front, where OH is formed in
superequilibrium concentrations �40�.

Such a qualitative analysis of this flame by OH-PLIF and OH�

chemiluminescence has already been reported elsewhere �14�. The
new component in the present study is the successful application
of laser Raman scattering, which allows for a quantitative analysis
with respect to the major species, the temperature, and the mixture
fraction. The results of the evaluated mixture fractions f in flame
A at different radial positions 22 mm downstream are shown in
Fig. 6. The symbols represent the ensemble averaged values of the
measuring volume in the plane of the PLIF laser sheet over 500
single shots. As expected for a technically premixed flame, the
mixture fraction is not constant, however, the variation in the
mean values is rather moderate over a large region. Close to the
burner axis �−5 mm�r�5 mm�, the mixture fraction is slightly
increased and asymmetric, which is presumably due to the asym-
metry of the flow field, as the burner is not rotationally symmetric.

Fig. 4 Mean distribution of the OH� chemiluminescence of
flame A „averaged over 200 single shots…. The dotted line indi-
cates the position of the radial profile that was measured by
1D-Raman scattering.

Fig. 5 OH-PLIF measurements of flame A. Top: mean OH dis-
tribution „averaged over 200 single shots…. Bottom: single-shot
OH-PLIF measurement.

Fig. 6 Radial profile of the mean mixture fraction in flame A 22
mm downstream from the burner mouth; for comparison, the
stoichiometric mixture fraction of the NG is 0.057
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From r=5 mm outwards, the mixture fraction remains almost
constant until it starts to increase at a radius of r=25 mm. It
reaches the maximum value at r=34 mm, which is also the region
where the highest signal intensities can be found in the PLIF and
OH� chemiluminescence measurements at this distance from the
burner mouth. Farther outwards the mixture fraction strongly de-
creases, which can be explained by the hot gas in the outer recir-
culation zone mixing with the cooling air for the burner plate,
which streams into the combustion chamber through the burner
plate. In Fig. 7 scatter plots are displayed showing the correlation
between the temperature and mixture fraction at some of the prior
shown radial positions at the same downstream location �22 mm�.
The data points represent the results of the single-shot measure-
ment from all 28 measuring volumes along the laser line. In ad-
dition, the indicated black curve shows the correlation at adiabatic
equilibrium conditions, which was calculated with GASEQ �41�. It
is not expected that the investigated flame is in a state of adiabatic

equilibrium, however, the curve helps to assess the thermochemi-
cal state of the flame. The light gray vertical line indicates the
stoichiometric mixture fraction for the given NG composition. In
general, the scatter plots reflect a significant variation in f , which
changes with the radial position. For an industrial GT-burner, it is
the first time that this variation could be determined quantitatively
on a single-shot basis, i.e., without temporal or spatial averaging.
The second general feature, which becomes immediately obvious
from the scatter plots, is the significant variation in temperatures
reflecting different states of reaction progress. In the following the
different radial positions are discussed in more detail. At r
=9 mm, the temperatures are high with little fluctuations and the
samples are close to adiabatic equilibrium. This is typical for the
IRZ, where the residence time was long enough for the gas to
�almost� completely react before being transported back to the
burner mouth. The small temperature depression compared with
equilibrium might be due to strain effects, temperature loss by

Fig. 7 Scatter plots of single-shot Raman measurements in flame A at different radial positions 22 mm down-
stream from the burner mouth. Adiabatic equilibrium „black… and stoichiometric mixture fraction „light gray… are
indicated by lines.
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radiation or contact to cold surfaces or also to measurement un-
certainties. A detailed analysis of these effects would exceed the
scope of this paper; however, the approach to such an analysis is,
e.g., outlined in Ref. �42�. The further outwards �r=24 mm to r
=34 mm� the more cold fresh gas is detected and the mean of the
mixture fraction increases, as it was seen in Fig. 6. The local
variation in the mixture fraction also increases, reaching from lean
�f �0.02� to rich �f �0.08� mixtures due to a not perfect mixing
of fuel and air. With increasing radius the number of samples with
cold temperatures �T�630 K� increases. Although many of them
have near-stoichiometric mixture fraction values, they have not
reacted yet.

In addition, a large number of samples with intermediate tem-
peratures is seen, which reflects a state of “partially reacted.”
They most likely represent mixtures of hot reacted gas from the
recirculation zones with fresh cold gas from the burner, which
have not reacted yet due to ignition delay �42�. Other reasons for
the partially reacted state might be local flame extinction or that
the flame front crossed the measurement volume. However, in any
case, these samples reflect effects of finite-rate chemistry. At r
=39 mm, most samples are in cold states with a smaller mean but
still strongly varying mixture fraction.

The detected hot �burned� states have a higher mixture fraction
compared with the cold states. This can be explained by the higher
reactivity of richer mixtures. At r=44 mm the mixture is even
leaner but hotter in the mean. The characteristics of the scatter
plots from the different radial regions are closely related to the
different flow regions. Close to the flame axis, in the IRZ, the gas
is mainly reacted, as explained before. Close to the ORZ �r
�40 mm�, the gas is rather fuel lean and cold due to the influence
of the cooling air from the burner plate. In the regions of the shear
layers between the fresh gas injection and the IRZ or the ORZ, a
large variation in mixing and reaction progress is present.

A representative scatter plot of the measured species concentra-
tions is shown in Fig. 8 for H2O in correlation with the tempera-
ture. One can see that the formation of water correlates well with
the temperature, as expected, and that the results are in reasonable
agreement with the equilibrium state calculation. The samples
from the intermediate temperature range tend to exhibit lower
temperatures as for the equilibrium. This might be due to heat loss
or to effects of flame strain exerted by the high turbulence levels
known from this kind of flames. The mole fractions from the other
main species have also been evaluated but are not displayed and
discussed here due to the limited space available.

3.2 Lifted Flame B. Flame B is a pulsating opened flame,
which is stabilized farther downstream than flame A, just after the
burner exit. The mean OH� distribution is shown in Fig. 9, indi-

cating the position of the flame brush. The images were taken with
the same camera intensifier gain as for the flame A and were also
averaged over 200 single shots.

In comparison to flame A, one can see that the flame zone is not
so distinct and that the flame is more open and wider. The regions
of the highest signal intensities lie further downstream and are less
intense than in flame A.

The according OH-PLIF measurements of flame B are shown in
Fig. 10, again, the mean OH distribution on top, averaged over
200 single shots, and a representative single-shot picture beneath.
It is clearly visible in both images, that flame B stabilizes just
outside the burner and that the ORZ contains more OH than in
flame A. In the single-shot exposure it can be seen that the flame
front is highly wrinkled and is also partially located in the ORZ,
indicated by the spots of high signal intensities �red and white�
due to the superequilibrium concentrations of the OH in the reac-
tion zone. The contribution of the ORZ to the ignition and stabi-
lization of the flame is therefore significantly higher than in flame
A.

The radial profile of the mixture fraction f in flame B is shown
in Fig. 11. As for flame A, the mean values of f are plotted against
the radial position 22 mm downstream for the measuring volume
in the plane of the laser sheet for the PLIF experiment. Around the
burner axis �−5 mm�r�5 mm�, the mixture fraction is rela-
tively high, similar to flame A. The peak value, however, is hardly
dislocated from the burner axis.

In the intermediate and outer radius range �from r=10 mm
outwards�, the values of f slowly increase up to the peak value at

Fig. 8 Scatter plot of H2O versus temperature in flame A at a
radius of r=24 mm, 22 mm downstream from the burner
mouth. The light gray line indicates the adiabatic equilibrium
state.

Fig. 9 Mean distribution of the OH� chemiluminescence of
flame B „averaged over 200 single shots…. The dotted line indi-
cates the position of the radial profile that was measured by
1D-Raman scattering.

Fig. 10 OH-PLIF measurements of flame B. Top: mean OH dis-
tribution „averaged over 200 single shots…. Bottom: single-shot
OH-PLIF measurement.
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r=35 mm and then decrease again in the ORZ. In comparison to
flame A, the values of f are generally lower due to the higher
global air equivalence ratio of flame B and also more evenly dis-
tributed, especially in the outer region �r�30 mm�.

Results of the single-shot evaluation are displayed as scatter
plots in Fig. 12. The mixture fractions in all 28 measuring vol-
umes are plotted against the temperature for different radial posi-
tions 22 mm downstream together with the equilibrium state curve
�black line� and the stoichiometric mixture fraction for the NG
�light gray line�. As in flame A, one can see the strong variations
in the mixture fraction, changing with the radial position. Partly,
the measured temperature of the burned gas lies above the equi-
librium curve, e.g., at r=30 mm. This deviation is possibly due to
an inaccuracy of the measurement. However, a detailed analysis
has not yet been performed and is in preparation.

In the following, the scatter plots for the different radial posi-
tions in flame B are analyzed in more detail. At r=10 mm, most

Fig. 11 Radial profile of mean mixture fraction in flame B 22
mm downstream from the burner mouth

Fig. 12 Scatter plots of single-shot Raman measurements in flame B at different radial positions 22 mm down-
stream from the burner mouth. The adiabatic temperature „black… and the stoichiometric mixture fraction „light
gray… are indicated by lines.

Journal of Engineering for Gas Turbines and Power MAY 2010, Vol. 132 / 051503-7

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



measurements show high temperatures with relatively low varia-
tions in the mixture fraction. A minor part of the samples is de-
tected at cold or intermediate temperatures, which indicates that
this position is not fully inside the IRZ as it was in flame A. With
increasing distance from the burner axis the variation in the mix-
ture fraction increases due to the effects of the not perfect mixing
of fuel with air, as well as the cooling air for the burner plate,
which mixes with the gas in the ORZ. The portion of cold samples
also increases steadily up to a radius of r=40 mm. At r
=44 mm the mean temperature increases again due to the influ-
ence of the ORZ, where hot gas is transported back to the burner.

As a representative result of the single-shot evaluations of the
major species, the correlation of the H2O concentration with the
temperature is shown in Fig. 13 together with the adiabatic equi-
librium state. For a better comparison to flame A, the results at the
same radius �r=24 mm� are displayed. In general, the H2O con-
centration is in good agreement with the equilibrium state for the
complete temperature range. The mean value of the H2O concen-
tration for the burned state �T�1500 K� is smaller then in flame
A, as expected, according to the lower global mixture fraction.
There are also far more samples in the intermediate to cold tem-
perature range as in flame A, where the ignition has not set in yet,
or the gas is only “partially” burned due to the afore mentioned
reasons.

4 Summary
A downscaled industrial gas turbine burner was equipped with

an optical combustion chamber and installed in a high-pressure
test rig. It was operated at different flame conditions at elevated
pressure. Laser spectroscopic and optical measurements have been
performed to investigate the flame behavior and to provide data
for validation purposes of numerical simulations. Planar OH-LIF
and OH� chemiluminescence were applied to reveal the structure
of the reaction zones and hot regions and the position and shape of
the flame brush, respectively. 1D-laser Raman scattering has been
applied to measure the major species concentrations, the tempera-
ture and the mixture fraction along a line of 7 mm length. The
application of this technique to a high-pressure test rig of this size
was challenging and problems related to the high laser intensities,
and stained windows had to be overcome. Two different flames in
terms of shape and stabilization �flames A and B� were selected
and investigated in more detail. The OH-PLIF and OH� chemilu-
minescence measurements revealed that flame A, which was sta-
bilized within the burner cone, has a smaller and more distinct
flame zone than the lifted and more unstable flame B. The single-
shot Raman measurements enabled a detailed characterization of
the mixing and reaction progress of these flames. Although it was
known before that the degree of premixing in GT burners is lim-
ited, it could now be quantified for the first time without spatial or

temporal averaging. In both flames, the mixture fraction exhibited
a significant scatter at a distance of �1 /3 of the burner exit di-
ameter, and its distribution varied with the radial position. The
scatter plots also revealed that the thermochemical state of the
flames varied from nonreacted via partially reacted to fully
burned. The partially reacted mixtures had intermediate tempera-
tures and stemmed probably from the mixing of hot burned gas
with cold fresh gas before ignition has set in. The characteristics
of the scatter plots from different radial regions were in accor-
dance with the different flow field regions, i.e., the inflow of fresh
gases, the recirculation zones, and the shear layers.
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Accuracy, reliability, and long lifetimes are critical parameters for sensors measuring
temperature in gas turbines of clean coal-fired power plants. Greener high efficiency next
generation power plants need gas turbines operating at extremely high temperatures of
1500°C, where present thermocouple temperature probe technology fails to operate with
reliable and accurate readings over long lifetimes. To solve this pressing problem, we
have proposed the concept of a new hybrid class of all-silicon carbide (SiC) optical
sensor, where a single crystal SiC optical chip is embedded in a sintered SiC tube
assembly, forming a coefficient of thermal expansion (CTE) matched all-SiC front-end
probe. Because chip and host material are CTE matched, optimal handling of extreme
thermal ramps and temperatures is possible. In this article, we demonstrate the first
successful industrial combustor rig test of this hybrid all-SiC temperature sensor front-
end probe indicating demonstrated probe structural robustness to 1600°C and rig test
data to �1200°C. The design of the rig test sensor system is presented and data are
analyzed. �DOI: 10.1115/1.3204509�
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1 Introduction
Coal continues to be the dominant fossil fuel around the world

used for electric power production. The increasing thirst for en-
ergy consumption, particularly in developing economies such as
China and India, is leading to rapid deployment of large
��300 MW� coal-fired power plants. Per 2008 data, China was
building two or more power plants a month. Given the negative
environmental effects of coal technology, the research community
and power plant technology manufacturers are developing meth-
ods for greener energy production via cleaner coal-based fuels
�1–4�. Even the jet engine industry is pushing for super-hot tur-
bines to enable faster, longer range, and more fuel efficient planes
�5�. In addition, maritime transportation can also benefit from
more efficient on-board power and propulsion systems �6,7�. Spe-
cifically, the next generation power plants are being designed us-
ing cleaner natural gas produced by coal gasification systems.
Compared with older combustion systems operating near the
1000°C temperature with on average 32% efficiencies, the new
combined-cycle power plants are being designed for operations at
much higher 1500°C temperatures. Recent studies are showing
that operating the gas turbines at these elevated temperatures will
not only produce energy with higher on average 60% efficiencies
of scale per laws of thermodynamics, but operating the combustor
at higher temperature can produce greener plant designs with im-
proved methods for waste product removal and storage �8�. Given
the rationale that clean coal power production will be the reality
for many years to come, innovators are being pushed to develop a
reliable, accurate, and long lasting ��10,000 h� temperature
measurement technology to operate in the hostile environment of
combustion chambers of gas turbines. Today, in test engines, the
dominant temperature measurement technology is the classic ther-
mocouple �TC� probe. Although precious metal platinum–

rhodium TC probes can handle the extreme temperature measure-
ment range, these probes require special packaging to increase
operational accuracy and lifetimes. A common problem that inher-
ently plagues TC technology in these extreme environments is that
the insulating ceramic in which the TC wires are embedded de-
velops tiny cracks that eventually lead to insulation breakdown.
Specifically, the large thermal ramps and mechanical stresses the
TC probe suffers cause the multimaterial probe to suffer mechani-
cal failure due to CTE mismatch of probe materials �9�. In addi-
tion, TCs via the electromotive force �EMF� voltage-based effect
have an inherent repeatability/accuracy tolerance that is a certain
percentage of the temperature measured, essentially linked to the
intrinsic unavoidable differences in the thermoelectric properties
along the length of the wires due to the intrinsic variations in the
wire alloy compositions and their annealing state �10�.

Researchers have attempted designing various optical methods
�11,12�, specifically sapphire crystal and sapphire-fiber-based
fiber-optic temperature sensors for these extreme environment ap-
plications �13–16�. Fundamentally, this approach requires the spe-
cial packaging of the mechanically fragile optical fiber wire and
fiber tip sensing element, again forming a multimaterial CTE mis-
matched assembly that is fundamentally prone to mechanical fail-
ure over plant service-time durations. Optical pyrometry �17–19�
is also an attractive option for measuring extreme temperatures, in
particular, when the black-body radiation emissitivity factor is
constant or calibratable, such as for clean metal surfaces. As the
gas mixtures in advanced gas turbines is a dynamic soup of gases,
corrosive liquids, solid waste, and specific plant conditions, devel-
opment is required of better emissivity models over engine life-
time operational conditions for reliable readings via active cali-
bration. Pyrometers also face the multimaterial probe packaging
limitations as radiation capture lens and/or fiber-optics has to be
protected from the harsh environment of gas turbines. SiC is an
excellent material for handling extreme conditions, hence previ-
ous attempts using SiC thin films on other substrates have been
proposed as optically implemented temperature sensors that are
again limited via their multimaterial designs �20,21�.
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Given the mentioned challenging conditions, recently proposed
is a temperature sensor innovation �22–29� that circumvents the
inherent limitations of prior works. The fundamental design inno-
vation involves three novel aspects. First, a single material is used
to form the front-end probe, in our case, the material is SiC. By
doing so, one places the vital SiC optical chip for temperature
sensing within a SiC packaging tube, thus providing a CTE-
matched materials scenario that is ideal in handling extreme tem-
perature, pressure, and chemical conditions. Second, a freespace
laser beam that forms a noncontact life-time reliable temperature
reading mechanism is used to thermally isolate the temperature
sensitive optics from the hot probe. In this way, the prior-art life-
time limited wire conduit �electrical or fiber-optical� that trans-
ports the temperature information to the temperature reader �e.g.,
Volt-meter in the case of TCs� is eliminated. Third, active align-
ment fiber-optics with vacuum sealing of tube is used to target the
hot chip within a confocal microscope geometry, thus forming a
robust operation probe that combines the best of laser �wireless�
and fiber �wired� remoting via a hybrid optical design solution.

2 Sensor System Design
Figure 1 shows the basic research design and method of the

proposed all-SiC front-end probe sensor system used for extreme
gas temperature measurement within the combustor section of a
gas turbine. The system is subdivided into three thermally isolated
subsystems forming a hybrid optical design engaging both wired
and wireless optics. The first subsystem represents the sensor con-
trols and processing station that is remotely located at a safe site
for human interface. This subsystem includes the sensor control
computer, optical power meter, and tunable laser. The remoting
distance depending on the electrical signal drive requirements and
can range from tens of meters to near a hundred meters. The
second subsystem consists of the optical transceiver module con-
taining targeting light beam and detection optics, active mechan-
ics, and electronics. This transceiver module is located in close
proximity �e.g., a few centimeters� from the front-end probe that
forms the third subsystem that is uniquely passive, i.e., contains
no lasers, detectors, electronics, or other electrically controlled
device. The physical link between the controls subsystem and the
transceiver subsystem is via one single mode fiber �SMF� optical
cable and three electrical �USB style� cables, providing significant
environmental isolation between the two sites. More importantly,
the hot front-end probe subsystem is thermally decoupled from
the transceiver subsystem with the only physical connection es-
tablished via a single wireless optical link interfacing the hot SiC

optical chip with the laser beam emerging from the SMF-coupled
fiber lens �FL�. The transceiver module is preferably enclosed in
an environmentally protected chamber to minimize moisture, dust,
and air currents. The transceiver module is designed for under
70°C operation that is ideally compatible with turbine manufac-
turer external safety and technician operational environment re-
quirements. Furthermore, this friendly �70°C temperature range
is also compatible with temperature limits for standard fiber-
optics, mechanics, and electronics. The transceiver module is me-
chanically interfaced to a thermally isolated cooler part of the
turbine housing. The front-end probe subsystem consists of a steel
connector that forms a pressurized fitting at the inlet to the engine
combustor section, where gas temperature sensing is desired. This
steel connector via a high temperature pressure seal connects to a
long all-SiC probe that extends slightly into the hot gas section of
the combustor. At the tip of this probe is embedded a thick single
crystal SiC optical chip packaged within the sintered SiC material
thus forming the much desired CTE-matched front-end. As
shown, a steel pipe is used as an interface assembly between the
probe steel pressurized connector and the hot gas section within
the thermally isolating refractory layer. The probe steel connector
has a high temperature window through which the laser beam
travels but equally important, the connector has a vacuum inlet/
outlet that connects to an on-demand vacuum pump. Maintaining
a partial vacuum within the front-end probe structure is a critical
innovation as it essentially eliminates laser beam turbulence along
the long thermal ramp influenced probe path that, due to air cur-
rents within probe, can ruin beam alignment between chip and the
FL. Furthermore, the partial vacuum prevents the unwanted
convection-based cooling of the SiC optical chip from within the
probe cavity. In addition, the presence of a vacuum cavity elimi-
nates elevated temperature oxidization of the SiC sensor chip and
the sintered SiC probe internal structure. Although Fig. 1 shows a
single refractory layer between the hot gas section and the inlet to
the combustor where the probe connector is attached �the scenario
for our experiment�, a typical deployed commercial combustor
has several �e.g., �5� thick refractory layers such that there is a
gradual temperature gradient between the extremely hot �say
1500°C� gas section and the probe insertion point where tempera-
tures are under 200°C. Keeping the overall system design as three
independent subsystems improves system maintenance efficien-
cies as repairs can be made by independent removal of sub-
systems, in particular, the front-end probe that will suffer the most
from the harsh environment of the gas turbine.

The sensor system operates as follows. The computer controls

Fig. 1 All-SiC front-end probe-based optical sensor system for extreme
gas temperature measurements in combustion engines
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the required wavelength and power of the laser, as well as provid-
ing control signals for the remote motion controller. The computer
also stores the received optical power readings for the given
wavelength, as well as the received infrared �IR� beam video im-
ages from the alignment camera. To measure the gas temperature,
the computer instructs the laser to provide optical power of a
given infrared wavelength �e.g., 1550 nm� and amount �e.g.,
10 dBm� to the SMF that in-turn feeds the FL operated in the low
freespace-SMF coupling loss self-imaging condition between SiC
chip plane and FL �30�. This light is launched toward the SiC chip
sitting at the tip of the probe. The IR beam position at the SiC chip
plane is electronically manipulated using piezo-actuators that con-
trol the FL translational and tip/tilt conditions such that the IR
beam strikes after passing through the first beam splitter �BS� and
optical window strikes the SiC chip for optimal retroreflection.
Using the first BS coupled with another second BS, the SiC chip
reflected light is routed toward two separate optical detection op-
tics. A lens is used to produce focused beam spots on both the two
dimensional �2D� camera, e.g., charge-coupled device �CCD� and
the large area point photodetector �PD�. The PD is also translated
in unison with the FL controls such that the spot stays aligned on
the PD active area. The computer processes the optical power and
CCD image data and provides feedback control signals to the
motion stage controller to adjust the optics for optimal interroga-
tion of the SiC chip. The infrared band filter F �e.g., bandwidth of
1530–1560 nm� blocks the black-body �BB� radiation produced
by the SiC optical chip that is captured by the lens optics, thus
allowing only the laser beam to pass through to the CCD, and
hence preventing camera saturation. In short, the sensor system
operates to actively target the SiC optical chip and then to prop-
erly recover the received retroreflected temperature coded beam to
deduce the SiC chip, and hence the gas environment temperature.
The SiC chip acts as a temperature sensitive Fabry–Pérot �FP�
cavity and previously described multiwavelength signal process-
ing techniques implemented via the control computer can be used
to deduce the optical chip temperature �23,26,28�. In short, the
SiC chip reflected light optical power is given by the classic FP
expression:

RFP =
R1 + R2 + 2�R1R2 cos �

1 + R1R2 + 2�R1R2 cos �
�1�

where �=4� /�n�� ,T�t�T�. Here n�� ,T� is the chip refractive in-
dex at wavelength �, T is the chip temperature, t�T� is the chip
thickness at temperature T, and R1 and R2 are the classic Fresnel
power coefficients for the SiC-air interface given by R1=R2= ��1
−n� / �1+n��2. Do note the SiC chip is of a thick �e.g., 400 �m�
single crystal SiC material that is optically flat and mechanically
robust for handling high �e.g., 160 atm� pressures �23� and high
temperatures �e.g., 1500°C�. The SiC material that makes the chip
and front-end probe is also robust to chemical attack with excel-
lent thermal properties for handling extreme temperatures �25�.

3 Sensor Assembly and Experimental Turbine Rig Test
Figure 2 shows the Nuonics, Inc. �Oviedo, FL� provided all-SiC

front-end probe displayed in its unassembled and assembled fash-
ions. The point to note is the harsh environment front-end probe
assembly consists of three parts, namely, �a� the all-in-one SiC
probe consisting of sintered SiC tube assembly with an embedded
single crystal SiC optical chip, �b� the pressure sealed steel con-
nector housing that the probe is inserted into to form an interface
with pressurized turbine chamber, and �c� the connector flange
with an optical window and vacuum connection housing that can
connect to the vacuum pump. The probe uses a 400 �m thick
single crystal SiC chip of 1�1 cm2 size embedded with a non-
porous sintered SiC tube of 41.5 cm length, and 2.1 cm and
3.3 cm inner and outer diameters, respectively. The pressure seal
between the sintered SiC tube and the steel connector is of Viton
material with a maximum sealing temperature of 205°C. The win-

dow �with 3 deg wedge angle� is made of a 2.54 cm diameter and
6.35 mm thick magnesium fluoride �MgF2� material with a speci-
fied high temperature handling of 500°C and 800°C in moist and
dry conditions, respectively. The wedge design eliminates inter-
ference effects from the window acting as a wavelength and tem-
perature sensitive cavity. A Mityvac model EW-79301-20 hand
operated vacuum pump is connected to the probe vacuum valve
and a 25 in.-Hg ��85 kpa� partial vacuum is established within
the probe. A cold test of the probe indicates a vacuum drop to
19 in.-Hg and 2 in.-Hg after 62.5 h and 240 h �10 days�, respec-
tively. The probe is thermally treated over 30 thermal treatment
cycles using an oven with a room temperature ��20°C� to
1100°C thermal cycle consisting of a ramp up time of 4.5 h and
cool time of 12 h.

Next, the described all-SiC front-end probe along with its Fig. 1
transceiver is deployed in a Siemens �Orlando� combustion test
rig facility �see Fig. 3� to form an industrial scenario gas turbine
temperature sensing system for a proof-of-concept industrial harsh

Fig. 2 SiC temperature front-end probe shown in an „a… unas-
sembled and „b… assembled fashion

Fig. 3 All-SiC temperature sensor deployed for a first test at
Siemens rig facility
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environment sensor technology test. The test combustor is en-
gaged with six 30 cm long reference type-B platinum–rhodium
TCs with ceramic and platinum sheath shields for protection and
support and a �0.25% uncertainty, and 1 s response and data
recording time. In addition, the all-SiC probe is located in the
combustor exhaust section in close proximity �within �14 cm� to
the TCs that are located at the midsection of the combustor. A 23
cm length of each TC sits within the combustor encasing while a
5 cm length of the SiC probe sits within the hot section of the
combustor. The 35.5 cm�length��20 cm�width� transceiver op-
tical bench is boxed in a water proofed 48 cm�length�
�30 cm�width��37.5 cm�height� aluminum housing that in-
cludes a moisture absorbing desiccant bag to counter the rainy
high humidity weather in Florida. The housing is also earthed to
counter the lightening strikes common in Florida.

The bench optical layout �see top view in Fig. 4� distances are
as follows. Fiber lens to first BS: 5.25 cm; fiber lens to SiC optical
chip: 60 cm; first BS to probe window: 6.25 cm; first BS to fo-
cusing lens: 5 cm; lens to PD: 11.25 cm; lens to camera: 15 cm.
The focal length of the lens is 10 cm. Beam diameter size of
0.8 mm is detected on CCD with �0.8 mm diameter beam on the
PD. The PD is a Newport model 818-IR large 3 mm diameter
active area point detector, while the BB radiation reduction filter F
is centered at 1550 nm with a 30 nm �full-width half-max� pass-
band. The camera is a video rate IR 2D CCD, while Standa pi-
ezoelectric translation and tip/tilt motion stages are used to opti-
mize beam alignment. A laser spot size of 550 �m 1 /e2 beam

size forms on the SiC chip. The test rig and control room hard-
ware are connected via 15 m of one SMF and three 10 m electrical
cables. The control room contains other rig operational systems
such as TC and pressure data reading electronics, as well as com-
bustor flame and fuel monitoring systems. The probe passes
through a single 7.62 cm thick combustor refractory layer that for
a sample test indicated an external refractory temperature of
426°C when the combustion chamber maximum gas temperature
reached 1370°C, indicating the large �in this case, 944°C� tem-
perature drop and high intrinsic thermal insulation of the deployed
refractory.

The rig operation begins with an initial warm-up and opera-
tional check period, when the hot air blowers are turned on and
the combustor is pressurized to a desired �100 psi �or 7 atm� as
shown in Fig. 5. For the performed hot rig tests, this warm-up
time varied greatly due to various changing on-ground rig condi-
tions and ranged from 20 min to 5 h. Once the rig has reached
stable warm-up operational conditions with a fuel-air ratio �0.05,
the combustor flame is lit. At this stage, the combustor flame
ignited localized gas temperature drastically ramps up over a
1000°C in �3 s. In effect, the entire combustor and all its in-
serted temperature measuring instruments suffer a great thermal
shock. In our case of first rig flame lighting, one reference TC
completely failed �no electrical signal out�, while another gave
drastically wrong temperature readings. The remaining four TCs
continued to supply appropriate temperature readings to the re-
mote data acquisition system. This unwanted behavior of these
high performance type-B TCs was expected, and hence six TCs
were deployed for redundancy. The all-SiC probe survived the
thermal shock as optical data readings from both the PD and IR
CCD continued to register. In fact, the CCD camera recording at
the video rate of 30 fps produced a rapid sequence of an on/off
blinking laser spot �see Fig. 6� that spatially darted around a 1 mm
diameter around the original alignment point before settling to a
beam position within 0.25 mm diameter from its original spot on
the camera. The darting around is due to the thermal shock the
probe front-end suffers on flame ignition causing the SiC chip
surface to temporally deform causing the retroreflected beam to
misalign from its original on-axis position of the camera. In addi-
tion, the flame ignition also slightly misaligns the probe mechani-
cal assembly causing the retroreflected beam to be slightly off its
cold alignment position. Nevertheless, both dynamic and settled
beam positions stay within the 3 mm diameter active area of the
PD, and furthermore are well within the CCD image zone to allow

Fig. 4 The assembled sensor optical transceiver module top
view

Fig. 5 Combustor average pressure readings of È100 psi
„7 atm… measured during rig operations
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the piezo-actuators to optimize beam alignment. The PD’s power
meter coupled to the control computer is set to take optical power
readings after every 78 ms. After the flame light-up, the rig gas
temperature near the TC after a �23 min time interval �see TC
data� settles into its expected high temperature operational range
with measured TC maximum temperatures reaching 1239°C. Do
note that for this particular test rig, one could not set or stabilize

the combustor to a given high temperature; thus each time the rig
is operated, one finds the combustor temperature sitting in a range
between 1100°C and 1239°C.

4 Rig Test Results and Discussion
Over a 28 day period, the probe was subjected to combustor

operations on 6 days, with each given day the combustor turned
on and then off after test operations. After the first rig test, the
probe is removed from the rig and inspected for optical and me-
chanical failures. The probe showed no damage apart from some
expected discoloration �see Fig. 7� of part of the front-end due to
chemical treatment in the hot soup of the combustor refractory
zone. The probe is reinserted into the system to continue rig test
operations.

Figure 8 shows the raw optical data provided by the PD for one
of the test days. For the same test, Fig. 9 shows the equivalent
temperature readings provided by one of the four working TCs in
the rig. Both TC and PD data acquisition systems are synchro-
nized via a computer clock’s locked time counter, so one can have
direct one-to-one mapping of probe optical power to TC measured
temperature to enable probe calibration. Ideally, the optical probe
must be calibrated using a temperature measuring device that has
far better measurement accuracy than today’s high temperature
TCs. In addition, the probe calibration must be done at a much
slower temporal rate versus an uncontrolled thermal shock mecha-
nism of the rig.

One can clearly see the expected Fabry–Pérot effect oscillatory
behavior of the optical power during thermal ramping. In addition,
the optical power picks up an increasing bias level due to increas-
ing BB radiation during ramping. In addition, the optical power
continues to oscillate depending on the rig temperature fluctua-
tions at the set higher temperature zone. This is so as the optical
sensor is designed to be sensitive to high temperature zone
changes in a 20°C increment indicating that optical power goes
from a peak to a null if temperature changes by 10°C. This fea-
ture points to the fact that the optical sensor can measure tempera-
ture to a very high accuracy given the optical power meter is
highly sensitive.

Figure 10 shows a 15 min snap shot of the probe optical power
data taken in the stable �1107°C region of the rig operation. This
data indicates that the probe temperature measurement standard

Fig. 6 IR CCD camera „8.8Ã6.6 mm2 active area view… re-
ceived laser beam snap shots during thermal shock stage indi-
cating on/off oscillatory Fabry–Pérot étalon behavior of SiC op-
tical chip due to the rapid thermal gradient. Left photo: power
max and right photo: power min.

Fig. 7 After first rig test of probe, expected part front-end dis-
coloration is seen due to chemical exposure in combustor re-
fractory section

Fig. 8 Raw optical data recorded by the probe PD indicating the rig thermal
ramp zone and the relative high temperature stabilization zone. Vertical axis
is measured optical power in mW and horizontal axis is a time counter.
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deviation �SD� is �2°C for time snap shots of 30 min, 15 min,
and 1 min sections. Given the deployed power meter accuracy of
1 �W, the given optical sensor has a calculated sensing accuracy
of 0.18°C. Figure 11 shows the Fig. 10 data of 15 min time period
TC data. This TC data indicates temperature measurement SD of
�8.3°C, �8.1°C, and �9.9°C for time snap shots of 30 min,
15 min, and 1 min sections, respectively. Given that the TC indi-
cates an averaged temperature of 1107°C, the specified TC mea-
surement accuracy for this data is �2.8°C, indicating a possible
limitation of TCs compared with the proposed optical probe that
has the potential to deliver much better measurement resolution.

BB radiation fundamentally depends on Planck’s law that re-
lates the amount of BB radiation to the temperature of the BB
source and the wavelength of radiation and is given by:

Lb��,T� =
C1

��5

1

eC2/�T − 1
�2�

where Lb�� ,T� is the spectral radiance, � is the wavelength of
radiation, T is the temperature of the BB, while C1 and C2 are
radiation constants given by C1=2hc2 and C2=hc /k. The total
amount of BB radiation is given by the area under the spectral
radiance versus wavelength curve. As the temperature increases
the peak of this curve moves to higher intensities and shorter
wavelengths, resulting in an increase in the total amount of BB
radiation. The actual amount of BB radiation detected depends on
the wavelength response of the PD used.

Fig. 8 optical data after the flame light-on region indicates that
the rig cavity, and hence the optical probe take a considerable time

Fig. 9 Rig TC provided temperature reading during the Fig. 8 optical data
acquisition period. This TC data is used for optical probe calibration. Verti-
cal axis is measured temperature and horizontal axis is a time counter. A
43 min marker line indicates when the rig gas temperature near TC settles
down in its high temperature range that is 23 min after thermal shock.

Fig. 10 15 min snap shot of optical power readings from probe during the
stable È1107°C region of the rig operation with a standard deviation of
±2°C.
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after thermal shock to give stabilized PD-based optical power
readings. This is mainly due to the fact that the presently designed
all-SiC probe has a partial externally exposed SiC chip optical
window that allows BB radiation from the rig hot copper internal
walls to pass through the probe cavity in-line path to the PD
optics. As the combustor rig is a large BB radiation cavity, a
significant time of 48 min after thermal shock is taken for the
entire rig to reach the stable high temperature given by its increas-
ing BB radiation signature, thereby producing a slow build-up of
the PD optical power data shown in Fig. 8. Note that compared
with the TC that is mostly encased within the combustor, the SiC
probe generates a large thermal mass due to its large highly con-
ducting �thermal� heat sink structure that at present mostly sits
outside the hot zone of the combustor. In effect, the probe thermal
mass due to its physical size and nonoptimal single refractory
layer placement in combustor limits the dynamic response of the
probe temperature measurement. One can note that once the rig
has reached its stable high temperature, the optical probe is quick
to pick up small temperature changes. Nevertheless, the men-
tioned probe thermal mass at present has a clipping effect on the
actual temperature readings, where the shown �8.1°C TC read-
ings are clipped to �2°C probe temperature readings. The solu-
tion for reducing this current experimental probe performance
limitation is to reduce the probe thermal mass by �a� placing most
of the SiC probe within the combustor section including within
the highly insulating refractory layers that is typical of a deployed
combustion turbine and �b� to design a physically smaller sintered
SiC probe package with slow thermal sinking between the SiC
optical chip and the sintered SiC probe package. Do note that in
the thermal shock region, the all-SiC optical probe did respond in
real-time �or video rate� indicated by the rapidly pulsating on/off
laser beam images with a 33 ms video time interval.

Fig. 12 shows the optical probe measured temperatures over the
whole duration of the rig operation. The signal processing method
to find the Fig. 12 temperature plot using the Fig. 8 optical probe
data is detailed in the Appendix. The Fig. 12 curve shows that the
stable region average temperature of the gas in the rig is 1107°C
and the SD in the indicated 60 min stable region is �6.3°C and
�2°C given by the TC and SiC probe, respectively. Do note that
to ensure high temperature measurement sensitivity around the
detected laser power maximas and minimas, the optical probe can

be calibrated for a second slightly different wavelength that would
ensure that for any given temperature, the received laser power
reading for at least one of the two calibration wavelengths is in the
highly sensitive region for laser power-based temperature signal
processing. Fig. 13 shows data from the Fig. 12 zoomed in region
around the thermal shock time zone indicating that the measure-
ment response of the TC is under-damped, whereby it oscillates
around the temperature of the gas. In contrast, the temperature
measurement response of the optical probe is heavily damped,
whereby after a fast initial response due to thermal shock, the
response slowly �in �16 min� approaches the temperature of the
gas �see Fig. 13�. Assuming that the heat is transferred from the
hot gas to the TC or the optical probe at an exponentially slow rate
�a valid assumption for convective heat transfer thermal systems
�31��, thermal time constants can be determined to give a measure
of the thermometer response time 	. Hence, one can write mea-
sured elevated temperature T�°C�= �Tf −Ti��1−exp�−t /	��+Ti,
where Ti and Tf are the initial and final temperatures, respectively.

Fig. 11 TC data during the Fig. 9 data 15 min time period with a standard deviation of
±8.1°C

Fig. 12 Comparative optical probe and TC measured tempera-
tures over the duration of the rig operation
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Using Fig. 13, a thermal time constant of 10 s is computed for the
TC as this is the time it takes for the TC to reach 63.2% �or 1–1/e�
of the difference between the thermal ramp start and end tempera-
tures or for T=0.632· �1050−87�+87=695°C. In comparison, us-
ing Fig. 13, the thermal time constant for the all-SiC probe is
computed as a TC comparable 18 s. As mentioned earlier, this
limited dynamic temperature measurement response of the SiC
probe owes its behavior to the probe’s large thermal mass via its
present physical size and its current nonoptimal thermal refractory
insulation experimental conditions. Nevertheless, the present rig
test of the proposed all-SiC probe technology has proven its op-
erational robustness in the harsh conditions of a commercial test
combustion rig.

Specifically, Table 1 shows the conducted key operational pa-
rameters for the probe rig test. For example, the probe survived
eight thermal up-ramps of 1000°C, each ramp of �3 s. The
probe also survived localized thermal shock �see Fig. 14� and
maintained mechanical integrity when subjected to an oxyacety-
lene flame that produced temperatures near 1600°C. In fact, the R
type thermocouple began to melt using the oxyacetylene flame
setup, while the all-SiC probe stayed intact. It is important to note
that the on/off modulation depth of the retroreflected signal off the
SiC optical chip varied from 20:1 to 2:1 during the 28 days of rig
tests as different parts of the external chip zone were optically
spoiled to a different degree by the hot chemical soup in the
combustor. Using the active beam alignment system in the probe,
one was highly effective in finding a high modulation depth spot
on the chip for effective optical power data recording, again prov-
ing the versatility of the smart beam targeting probe design when
operating under harsh conditions of a commercial gas turbine. As
the optical power meter is highly sensitive, even a 2:1 optical
power ratio between a 10°C temperature change provides signifi-
cant signal processing resolution to calculate the measured tem-
perature with high �e.g., 0.2°C� accuracy.

The probe operated successfully for 28 days, eventually devel-
oping a vacuum seal breakage �see Fig. 15� in the pressurized
connector on the lower temperature side of the probe. This led to

unwanted combustor cooling water entry into the probe at high
temperatures ��1200°C� and stoppage of probe operations. A
higher ��200°C� temperature insulating pressure seal needs to be
deployed to prevent seal breakdown. Do note that during opera-
tions, the temperature of the external part of the probe steel con-
nector registered a 200°C reading, indicating that heat from the
combustor was efficiently traveling via the probe structure to the
external connector chamber. This can indeed be prevented in a
deployed combustor using many more thermally insulating refrac-
tory layers between probe front-end and connector zone. This
would lead to a much lower connector external temperature, and
also a much lower temperature experienced by the Viton seal in
the connector. In addition, the thermal mass of the probe would be
greatly reduced thereby improving the dynamic temperature mea-
surement response of the probe.

Figure 16 shows the probe condition after 28 continuous days
in the rig. One can notice the �blue� copper sulfate deposits on the
probe front-end. This is indeed so as the combustor chamber was
made from copper and the cooling water had sulfur content in it.

5 Conclusion
To our knowledge, for the first time, a single material front-end

temperature sensing probe using sintered and single crystal forms
of SiC has been assembled and tested in a combustion rig. The
probe features a hybrid optical design using a standard silica fiber
in the cooler section and a thermally isolated wireless optical link
that engages the hot section of the combustor. The probe showed
mechanical robustness, surviving eight near 1000°C over 3 s ther-
mal shocks during flame lightings. The probe provided the appro-
priate optical signal for temperature sensing and signal processing
with rig temperatures reaching 1200°C. As the rig operated with
greatly reduced thermal refractory layers that would otherwise be
present in gas turbines, the deployed Viton gas seal in the probe
assembly was exposed to elevated temperatures above the 200°C
seal design temperature, thus leading to seal damage and gas leak-
age into the probe. Rig operations indicate that the SiC chip op-
tical response of the direct gas exposed zone is affected by the
combustor dirt; nevertheless, the chip zone within the probe as-
sembly that has surface protection continues to provide a strong

Fig. 13 Comparative optical probe and TC measured tempera-
tures over the zoomed in thermal ramp duration of the rig
operation

Table 1 Summary of all-SiC probe test at Siemens rig

Combustion rig flame active operation 6 days
No. of times probe experienced flame light and thermal shock

�temperature ramp of 1000°C in 3 s�
8 �1 day, 3 flame lights, 5 days,

1 flame light/day�
Operation with flame on 26 h
Operation with flame off and blower on 13.5 h
Number of combustion heat and cool cycles 8
Days in external rig environment 28 days

Fig. 14 All-SiC probe and type-R high temperature thermo-
couple under oxyacetylene flame thermal and localized thermal
ramp joint test with temperatures reaching 1600°C
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optical signal. The probe also survived several localized thermal
shocks of 1600°C using a flame torch. Future work requires probe
front-end redesign for optimal chip protection with direct signal
processing and probe miniaturization and appropriate placement
in combustor to reduce thermal mass and improved probe tempo-
ral response. Unlike EMF-based TCs used for extreme tempera-
ture sensing, the proposed probe does not suffer from the intrinsic
limit of temperature measurement error being a percentage of the
temperature measured. In addition, unlike TCs, the probe front-
end is a single material package, thus pointing to the promise of
the proposed all-SiC temperature probe technology for gas turbine
extreme temperature sensing.
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Appendix: Measuring Temperature via Probe Raw Pho-
todetector Data

The raw photodetector data PT �Fig. 8� contains both BB radia-
tion PBB and laser reflected power PL off the SiC chip leading to
the expression:

PT = PBB + PL �A1�

Equation �A1� can be further written in terms of its dc or PT�dc�
and ac or PT�ac� components giving

PT = PT�dc� + PT�ac� �A2�

Here, the dc and ac contributions to the total PD optical power
came from both the laser and BB optical powers. The dc contri-
butions of the total optical power due to BB and laser are given as
PBB�dc� and PL�dc�, respectively. Similarly, the ac contributions of
the total optical power due to BB and laser are given as PBB�ac�
and PL�ac�, respectively. Hence one can write

PT = �PBB�dc� + PL�dc�� + �PBB�ac� + PL�ac�� �A3�

One can further write

PBB�ac� + PL�dc� + PL�ac� = PT − PBB�dc� �A4�

Since PBB�ac�
 PL�ac� for the given experimental conditions in the
stable region of the present rig temperature measurement scenario
�e.g., for a 10°C change at 1100°C, PL changes by 70 �W,
while PBB changes by 8 �W, Eq. �A4� can be approximated as

PL�dc� + PL�ac� � PT − PBB�dc�

PL = PT − PBB�dc� �A5�

Note that PL can be used to find the SiC probe tip temperature,
and hence the gas temperature at or near the probe tip. PL is
determined by subtracting PBB�dc� from PT. To determine PBB�dc�
shown in Fig. 17, first PT�dc� is determined by passing the Fig. 8,
PT data through a computer implemented low-pass filter. The low-
pass filter used is a 5th order type Butterworth filter with an an-
gular cutoff frequency of 0.005� rad/sample or equivalently, 0.2
rad/s, since the power readings are taken 78 ms apart.

Note that the BB radiation compared with the laser power is
significant only for temperatures �700°C in the present experi-
mental scenario �at 700°C, the BB radiation is 7.5 �W compared
with the average laser power of 57 �W determined from the
complete min/max cycles that occur just after the thermal ramp.
This is consistent with Planck’s black-body radiation law �Eq.
�2��, according to which the black-body spectrum shifts to lower
wavelengths and higher powers as the temperature goes up.
Hence, one can assume that before the thermal ramp at the 20 min
timer mark, PBB�dc�=0. After the near 3 s flame lit thermal shock
at the �20 min time marker, the entire rig and its internal con-
stituents �e.g., gas soup, SiC probe, TCs, and combustor copper
wall� experience thermal ramps. In turn, PT�dc� starts to increase,
and this increase is entirely due to BB radiation. This is because

Fig. 15 Condition of Viton seal used in the probe connector
before and after 28 days in rig

Fig. 16 Probe condition showing copper sulfate deposits after
28 continuous days in the rig „available in color online…

Fig. 17 Photodetector dc value PT„dc… generated from filtering
PT Fig. 8 experimental data against time
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the thermal shock causes the laser power to rapidly go through
many rapid complete power max/min cycles that leads to PL�dc�
remaining a constant level.

The max-to-min laser power PL swing is determined from the
complete min-to-max PT cycles that occur just after the thermal
ramp �see Fig. 8�, when there is no BB radiation �i.e., when tem-
perature �700°C� and gives a PL swing of 75 �W with
PL�minimum�=20 �W and PL�maximum�=95 �W. Since the
maximum value of PT recorded is 140 �W after the thermal ramp
settles �see Fig. 8�, it implies that the PBB�dc� can be no smaller
than 45 �W in the stable temperature region after the thermal
ramp. Similarly, the minimum value of PT recorded is 70 �W
after the thermal ramp settles, which implies that the PBB�dc� can
be no larger than 70−20=50 �W in the stable temperature region
after the thermal ramp. Within this range, i.e., 45–50 �W, a
PBB�dc� value of 45 �W that occurs at the 68 min time marker in
Fig. 8 is picked as that conforms most to the PL max/min cycles
occurring nearest to the stable temperature region. To implement
signal processing for temperature measurement, PBB�dc� data in
Fig. 17 are clamped to its value at the 68 min mark to produce
Fig. 18, as 45 �W is the value PBB�dc� can reach if one assumes
that the laser power PL completes a max-to-min swing subse-
quently.

As the temperature of the combustor rig given by the reference
TC does not change by much �i.e., it fluctuates around 1120°C�
after the 68 min time marker, PBB�dc� is taken to be constant value
of 45 �W after this time instant. As PBB�dc� is now determined,
PL is simply determined according to Eq. �A5� to produce the Fig.
19 PL data.

Near the probe tip, the all-SiC probe measured coarse tempera-
ture of the gas in a �20°C range can be determined from Fig. 19
data by finding the number of laser power min-to-max cycles that
have passed starting from the initial �i.e., time marker of zero� rig
temperature �87°C� and comparing that to a previously calibrated
laser power PL against temperature probe calibration curve �23�.

Figures 20�a� and 20�b� show the zoomed in snapshots of these
PL laser power cycles at different time instants after the flame
ignited thermal shock. Within each 20°C window, the exact tem-
perature is found by comparing the Fig. 19 actual power reading
against the calibrated PL curve to get the Fig. 12 probe provided
temperature values. Note that the laser reflected power off the SiC
chip varies with temperature according to Eq. �1�.
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Active Compressor Stability
Management Via a Stall Margin
Control Mode
An active engine control scheme for protection against compressor instabilities such as
rotating stall and surge is presented. Compressor stability detection is accomplished via
a parameter known as the correlation measure, which quantifies the repeatability of the
pressure fluctuations in the tip region of a compressor rotor. This work investigates the
integration of the correlation measure with an aircraft engine control system through the
use of a stall margin control mode. The development and implementation of the stall
margin mode are described. The effectiveness of the overall active control
framework—an active compressor stability management system—is assessed using a
computer simulation of a high-bypass, dual-spool, commercial-type turbofan engine.
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1 Introduction
The control system for gas turbine engines used on modern,

commercial aircraft consists of a controller for measurable param-
eters closely related to thrust, such as spool speeds or pressure
ratios, and a protection system against violation of critical opera-
tional limits. In general, this protection system is a cascade of
limit regulators for overtemperature/-pressure prevention and fuel
rate limiters for avoidance of compressor aerodynamic instabili-
ties. These compressor instabilities, such as rotating stall and
surge, play a large role in restricting the operating envelope of gas
turbine engines. This limitation can be represented as the surge
line on a typical compressor map �Fig. 1�. The precise location of
the surge line is uncertain since it is sensitive to factors such as
inlet distortion, manufacturing tolerances, and component deterio-
ration due to aging. To compensate for this uncertainty, the engine
protection system is designed to maintain a conservative stall mar-
gin throughout the operating envelope, generally at the expense of
engine performance and operability.

An active engine control system would permit the engine to
utilize excessive stall margin as necessary while protecting it from
compressor instabilities. A possible approach to an active control
framework is through the use of a control mode based on com-
pressor stall margin. Studies performed on engine simulations
have demonstrated the potential benefits of such a stall margin
control mode �1�. Abidhatla and Lewis �2� assessed the effective-
ness of a fan stall margin regulator on a low-bypass turbofan
engine model known as the XTE46. However, stall margin is sen-
sitive to engine and operating conditions and is not directly mea-
surable. Consequently, since such control modes inherently re-
quire stall margin to be a feedback parameter, they are only
feasible in scenarios such as model-based control or as “research-
purpose” controllers in engine simulations. For instance, the
modular aeropropulsion system simulation �MAPSS� �3�, a model
of a generic, low-bypass, military-type turbofan engine developed
by the NASA Glenn Research Center, utilizes a controller with
stall margin feedback.

This work investigates a realistic implementation of a stall mar-
gin control mode through the use of a stability detection parameter
known as the correlation measure. Developed by Dhingra et al.

�4�, the correlation measure is a parameter rooted in the unsteady
flow field characteristics of the compressor rotor tip region. Ex-
periments conducted on several laboratory compressor rigs, as
well as a modern aircraft engine, have shown that the measure is
able to signal increased proximity between the compressor oper-
ating point and its stability limit �5�. A stochastic model of the
correlation measure, which emulates the statistical properties of
the parameter, was also developed �6�. Recent research employed
Boolean-type �on/off� control logic along with this statistical
model to investigate different methods of incorporating the corre-
lation measure into the engine control system �7�. The combina-
tion of the correlation measure with a stall margin control mode
was determined to be the most favorable route toward an active
control system.

This paper presents the design and implementation of an active
compressor stability management system through use of a stall
margin control mode. The effectiveness of the control scheme is
evaluated with the commercial modular aeropropulsion system
simulation �C-MAPSS�. This simulation models a high-bypass, dual-
spool, commercial-type turbofan engine. The studies involve de-
grading certain engine components within reasonable levels but to
the point at which the engine will encounter compressor instabili-
ties for a step throttle command from idle to full power at sea-
level static conditions. The design of the stall margin control
mode for this engine is described. The theoretical effectiveness of
this controller is demonstrated by running the deteriorated engine
through the aforementioned transient with the stall margin mode
in place of the conventional stall protection system. Stall margin
feedback is then replaced with the correlation measure, forming
the active stability management system. The results show that
stability management and stall margin feedback control are
equally effective in protecting against compressor instabilities in
the degraded engine whereas the unmodified control system is not.

2 Engine Simulation
The testbed used for the implementation and assessment of ac-

tive compressor stability management is the commercial modular
aeropropulsion system simulation �8�. Developed by the NASA
Glenn Research Center, C-MAPSS is a computer simulation of a
high-bypass turbofan engine representative of those used on a
large commercial aircraft. C-MAPSS utilizes a dynamical system
implemented in the MATLAB/SIMULINK environment to model the
engine and control system. However, low-level calculations for
the main engine components are accomplished using C. As a re-
sult, the simulation can be run at faster-than-real-time speeds. The
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simulation increments in 15 ms time-steps. Degradation of major
engine components is modeled through the use of variable health
parameters.

The C-MAPSS engine is a high-bypass, dual-spool turbofan en-
gine with a maximum thrust of approximately 90,000 lbs. The
engine is represented as a component-level dynamic model. En-
gine components are modeled independently using thermody-
namic equations and performance maps, and interconnected via
the SIMULINK block diagram syntax. The major components �Fig.
2� are the inlet, fan, bypass nozzle, low-pressure compressor
�LPC�, high-pressure compressor �HPC�, combustor, high-
pressure turbine �HPT�, low-pressure turbine �LPT�, and core
nozzle. The health parameters, which simulate deterioration
and/or faults in the five rotating components, include flow, effi-
ciency, and pressure ratio modifiers for each of the compression
components �fan, LPC, and HPC�; and flow and efficiency modi-
fiers for the turbine components �HPT and LPT�. The state vari-

ables of the dynamic engine model are fan speed and core speed.
Thus, C-MAPSS can simulate transient engine operation but cannot
capture stall or poststall characteristics. However, stall margins of
the fan, LPC, and HPC are available through their respective com-
ponent maps. Since the focus of this study is compressor instabil-
ity avoidance �as opposed to recovery�, the lack of a stall model is
not a significant limitation. Stall onset is taken to be the instant
any one of the three stall margins become nonpositive.

A high-level diagram of the C-MAPSS engine control system is
shown in Fig. 3. The control system calculates fuel flow rate �wf�
to the engine from throttle input profiles provided by the user in
terms of throttle resolver angle �TRA� values. The TRA range
0–100 deg represents idle to full engine power. TRA is translated
into a demanded fan speed based on ambient conditions. A
scheduled-gain fan speed controller calculates ẇf, the incremental
change in fuel flow rate necessary to meet the demanded fan
speed. This ẇf value is then cascaded through minimum/
maximum logic with limit regulators to avoid excursions beyond
design limits on HPT exit temperature, combustor static pressure,
and core speed; acceleration and deceleration limiters to prevent
compressor stall. A suite of sensors provides necessary informa-
tion on engine parameters for the controller and limit regulators.
Afterwards, ẇf is integrated to form a wf command for the fuel
actuator. First-order transfer functions model the dynamics of the
actuators and sensors.

3 Compressor Stability Detection
This section highlights the principles behind the compressor

stability detection parameter, the correlation measure, and its
implementation in the engine simulation environment.

3.1 Correlation Measure. Previously developed at the
School of Aerospace Engineering, Georgia Institute of Technol-
ogy, the stability detection method utilized in this work is based
on experimental observations of the pressure fluctuations in the
compressor rotor tip region. Namely, the repeatability of this pres-
sure signature, as measured by a sensor fixed to the casing, dete-
riorates as the compressor is loaded toward its stability limits.
Thus, a “correlation measure” is used to quantify the periodicity
level of the sampled signal. The correlation measure �4� is calcu-
lated as

C�n� =

�
i=n−wnd

n

pipi−N

� �
i=n−wnd

n

pi
2 �

i=n−wnd

n

pi−N
2

�1�

where C�n� is correlation measure, n is sample index, i is index, N
is the number of samples per shaft rotation, and wnd is the win-
dow size in number of samples.

Fig. 1 Generic compressor map demonstrating notions of
surge line and stall margin

Fig. 2 Simplified representation of the C-MAPSS high-bypass,
dual-spool turbofan engine †8‡

Fig. 3 C-MAPSS control system architecture

051602-2 / Vol. 132, MAY 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



As Eq. �1� suggests, the correlation measure compares two
moving windows of pressure samples separated in time by one
shaft revolution. Figure 4 depicts a visualization of this process
applied to a representative pressure signal. Both windows contain
wnd number of data points. Technically, the measure is bounded
by �1 and 1, with the latter representing a perfectly periodic
signal. However, the quantity usually stays between 0 and 1 dur-
ing typical compressor operation. Previous applications of the cor-
relation measure to engine control �9,7� involve monitoring for
and responding to “events,” which are defined as drops in the
correlation measure below some specified threshold. Resulting
from the deterioration of the pressure signature’s repeatability, an
increase in event frequency is indicative of proximity to the limit
of stable compressor operation.

3.2 Stochastic Model. Since the correlation measure is deter-
mined from the pressure fluctuations over a compressor rotor, it is
not feasible to directly calculate the quantity from the dynamic
engine simulation alone. Instead, a stochastic model of the corre-
lation measure is used to implement the stability detection tech-
nique in the simulation environment. In particular, this model uti-
lizes compressor stall margin, readily available from the engine
simulation, to replicate correlation measure events. The details of
model formulation and validation are provided in Refs. �6,10�.

Analysis of experimental data obtained from various compres-
sor platforms has shown that there exists a relationship between
stall margin and the statistical properties of event occurrences.
Specifically, the rate at which events occur �i.e., events/s� is a
function of compressor stall margin. Figure 5 illustrates this rela-
tionship for a particular research compressor rig. It has been found
that although the magnitudes of the event rates may vary among
different machines, the overall trend of the relationship is consis-
tent. Furthermore, the time separation between event occurrences
�TBE� can be approximated with an exponential probability dis-
tribution function

FTBE��� = P�TBE � �� = 1 − e−�cm� �2�

In this expression, �cm is the event rate. Figure 6 shows the agree-
ment between this mathematical model and experimental data.

These correlation measure-based phenomena are emulated us-

ing threshold-crossings of a pseudorandom number generator
�RNG�. For given stall margin, the corresponding event rate is
determined from a particular set of experimental data, such as that
depicted in Fig. 5. An algorithm maps this event rate to threshold
levels for a pseudo-RNG such that the statistical distribution of
TBE is replicated. Specifically, Cramer and Leadbetter �11�
showed that for any random process and a threshold value, the
distribution of the time between threshold-crossings is

FTBE��� = 1 + �−1D+u0��� �3�

where � is the average number of threshold-crossings, D+ is the
right hand derivative, and u0 is the probability that no threshold-
crossings are observed in the time interval 0–�. Numerical inves-
tigations showed that level-crossings of an exponentially distrib-
uted pseudo-RNG yield an exponentially decaying probability of
“no event,” that is u0=e−��. Moreover, if the threshold level is
chosen based on the natural logarithm of �cm, � becomes �cm,
hence reducing Eq. �3� to Eq. �2�. As a result, instead of explicitly
calculating the correlation measure, this stochastic model utilizes
compressor stall margin values obtained from the engine model to
generate level-crossings that simulate correlation measure events.

Fig. 4 Example illustrating the notion of the correlation mea-
sure, which compares two moving windows of pressure
samples separated in time by one shaft cycle

Fig. 5 Relationship between event rate and stall margin for
different thresholds on correlation measure. Experimental data
from tests conducted on a research compressor †10‡.

Fig. 6 TBE is exponentially distributed regardless of stall mar-
gin level †6‡
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4 Active Compressor Stability Management
Active compressor stability management represents the integra-

tion of the stability detection technique with the engine control
system. In this study, this integration is done through a stall mar-
gin control mode. This control mode consists of a stall margin
controller driven by correlation measure-based events. The devel-
opment and implementation of the stall margin control mode are
described.

4.1 Stall Margin Controller. The stall margin control mode
requires a controller that can drive the engine to some reference
compressor stall margin value. The “model-matching” method, by
Edmunds �12�, is used to design this stall margin controller. This
technique, also referred to in literature as the “KQ method,” has
been previously used in the design of model-based engine control
systems �13� as well as full flight envelope, multivariable engine
controllers �14�. Detailed mathematical formulations of this con-
troller design method are provided in Refs. �12,15�. For simplic-
ity, the stall margin controller is single-input, single-output, and
localized at one point �sea-level static� in the operation envelope.
Figure 7 shows the intended connection between the stall margin
controller and the engine. The input to this controller is the dif-
ference between the reference and actual stall margin. The output
is the corresponding ẇf value.

The model-matching method involves first selecting Q, a dy-
namical system representing the desired closed-loop response
characteristics of the parameter to be controlled on. The goal is
then to find K, the controller which, when connected with the
plant, will produce a closed-loop response that closely matches
the response of Q. To do this, the poles of K are selected to fix the
denominator structure of the transfer function. The numerator is
calculated from a least-squares algorithm that minimizes the dis-
crepancy between the desired response and actual closed-loop re-
sponse. The C-MAPSS application provides a MATLAB-based algo-
rithm that performs the KQ method for the purpose of designing
customized limit regulators on core speed, engine pressure ratio,
turbine exit temperature, and combustor static pressure. This code
is extracted and modified to design the stall margin controller.

For this work, both K and Q are selected to be second-order.
The form of K is chosen based on the structure of the limit regu-
lators already present in the C-MAPSS engine control system

K =
as2 + bs + c

�s − p1��s − p2�
�4�

In this expression for K, p1 and p2 are defined a priori, while a, b,
and c are unknown parameters to be solved for. Q is defined by
specifying its damping ratio ��� and undamped natural frequency
��n�. Hence, Q has the form

Q =
�n

1

s2 + 2��ns + �n
2 �5�

The model-matching method is then applied to a linearized model
of the C-MAPSS engine. The equilibrium point used for the linear-
ization corresponds to a TRA of 0 deg with a deteriorated engine
at sea-level static conditions. This point was chosen since the
equilibrium fan speed is relatively close to the fan speed at which
the HPC stall margin reaches a minimum during a burst transient

from 0 deg to 100 deg TRA. The details of this transient and the
engine deterioration level are presented in Sec. 7.

A qualitative and somewhat informal procedure is used to de-
termine appropriate values for the four design variables: place-
ment of the two poles of K, and the damping ratio and natural
frequency of Q. The selection is based on the closed-loop re-
sponse using the stall margin controller to a demanded increase in
HPC stall margin of approximately 8%. The parameters are cho-
sen such that the response is relatively quick while minimizing
oscillations and overshoot as much as possible. It is important to
note that although the controller is designed with a linearized
model, its performance is judged utilizing the nonlinear engine
model. It has been observed that certain controllers, which pro-
duce favorable, closed-loop responses with the linear model, ac-
tually destabilize the nonlinear system. For this work, both poles
of K are placed at �20; the damping ratio and natural frequency
of Q are chosen to be 0.7 and 40 rad/s, respectively. The perfor-
mance of this stall margin controller is presented in Fig. 8, which
depicts the response of the nonlinear engine model running at 0
deg TRA and sea-level static conditions. The stall margin control-
ler is activated at the 20 s mark.

5 Implementation
The ideal implementation of the stall margin controller would

involve feeding back actual HPC stall margin to the controller.
However, this is not realistic since stall margin is an unmeasurable
parameter. Instead, correlation measure events are used as a rep-
resentative feedback input for the controller. The implementation
method utilized in this work is a combination of event-based stall
margin estimation and control mode blending.

Fig. 7 Connection between stall margin controller and engine
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Fig. 8 Stall margin controller is activated at 20 s. Response of
nonlinear engine model to a demand of an extra 8% HPC stall
margin.

051602-4 / Vol. 132, MAY 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The structure of the stall margin mode is summarized in Fig. 9.
The estimation process exploits the experimentally observed rela-
tionship between stall margin and event rate. The data set utilized
is shown in Fig. 10 and corresponds to the 0.64-threshold case
from the experiments conducted on the research compressor �Fig.
5�. At each controller time-step, the stochastic model is executed
1000 times. The stall margin for a particular time-step is then
estimated from the event rate for that time interval, which is ob-
tained by dividing the number of events by the time-step value.
This estimated stall margin value is then routed to the stall margin
controller. For instance, suppose for a particular time-step, the
stochastic model produced 15 events. C-MAPSS has an update rate
of 15 ms. Hence, the corresponding event rate for this time-step is

1000 events/s. From Fig. 10, this corresponds to an estimated stall
margin of approximately 5%.

The combination of the stall margin controller, the correlation
measure, and the event-based estimation technique forms the
structure of the stall margin control mode. A blending procedure is
used to facilitate switching between this mode and the conven-
tional engine control logic. In this case, the conventional control
mode is defined as all the original components of the C-MAPSS

control system excluding the acceleration limiter �Fig. 11�. This
comprises of the fan speed controller and the limit regulators on
HPT exit temperature, combustor static pressure, and core speed.
The acceleration limiter is omitted since the stall margin mode is
used for compressor stall/surge protection. The blending process
is essentially a weighted average of the ẇf values calculated by
both modes

ẇf = ẇf ,conv�1 − W� + ẇf ,SM�W� �6�

The weighting factor W is based on the estimated stall margin
value �Fig. 12�. This relationship implies that the stall margin
mode has no effect if the estimated stall margin is greater than
8%. On the other hand, the stall margin mode has full control
authority if stall margin is estimated at less than 3%. For the
sector between 8% and 3%, the relative authority of the stall mar-
gin mode varies inversely with estimated stall margin.

6 Numerical Experiments
The effectiveness of the stall margin control mode can only be

assessed when the compressor of the C-MAPSS engine operates
near its stability limit. To this end, a combination of transient
engine operation and component degradation has been employed.
No inlet distortions are assumed. The metrics for evaluation are
�1� the ability of the stall margin mode to prevent compressor

Fig. 9 Stall margin control mode driven by correlation measure
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Fig. 10 Event rate/stall margin data set used for stall margin
control mode

Fig. 11 Conventional engine control mode. Identical to original engine
control system with omission of acceleration limiter.
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stall, and �2� the time taken by the engine to complete the desired
transient.

The rapid increase in fuel flow during an engine acceleration
causes the compressor to operate at lower stall margins. Accord-
ingly, the experiments conducted using the engine simulation in-
volve a large step command in TRA from 0 deg �idle� to 100 deg
�full power� at standard sea-level static conditions. The thrust re-
sponse of a nominal engine to this input is shown in Fig. 13.
Additionally, Fig. 14 depicts the time history of the HPC stall
margin and the trajectory of the transient on the compressor map.
As expected, the HPC operates closer to its stability threshold
during the transient, causing a significant loss in available stall
margin during the acceleration process. This run with the nominal
engine acts as the baseline case against which the stall margin
control mode is evaluated.

As evidenced by this nominal engine response, the C-MAPSS

engine and control system are designed to maintain an excess of
HPC stall margin even for a demanding TRA command. The
minimum stall margin value attained during the acceleration is
approximately 11%. However, when the engine components are
degraded, the HPC stall margin is further decreased. Therefore,
the stall margin mode is evaluated on a degraded engine. Table 1
lists typical component efficiency modifier values after 3000 and
6000 operation cycles.

For this work, HPC and HPT efficiencies are degraded by 5%
and 3%, respectively. Moreover, HPC pressure ratio is decre-
mented by 6%, which is in accordance with previous studies �9�.
The trajectory of the transient and the corresponding time evolu-
tion of the HPC stall margin for this deteriorated engine are shown
in Fig. 15. As a result of component degradation, the operating
point prior to the transient is now closer to the stability threshold.
Furthermore, stall margin attains a nonpositive minimum value,
suggesting that the control system, specifically the acceleration
limiter, is unable to protect the engine from compressor instabili-
ties for this level of deterioration. Since the engine simulation
lacks a poststall model, any information on the engine obtained
after the stall margin reaches a nonpositive value �shown as the
dotted portion of the plots� is considered invalid. By the same
reasoning, the net thrust response for this deteriorated case is
omitted.

Three simulation studies are performed utilizing this engine
model. First, the baseline case is the aforementioned burst tran-
sient from 0 deg to 100 deg TRA at sea-level standard conditions
with the nominal engine. Next, the transient is performed with the
degraded engine, but enhanced with the stall margin control mode.
However, the stall margin mode and blending procedure operate
on a true stall margin for this case, representing an ideal but un-
attainable active control scenario. This is to independently evalu-
ate the effectiveness of the control mode before introducing the
correlation measure. Last, the degraded engine is run with active
compressor stability management: The stall margin mode is both
activated and driven by correlation measure-based events.
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gin determines relative control authority of the stall margin
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Fig. 14 Nominal engine: trajectory of burst transient repre-
sented on compressor map; HPC stall margin response

Table 1 Typical efficiency modifiers for engine component de-
terioration †16‡

Component
3000 cycles

�%�
6000 cycles

�%�

Fan �1.50 �2.85
LPC �1.46 �2.61
HPC �2.94 �9.40
HPT �2.63 �3.81
LPT �0.54 �1.08

051602-6 / Vol. 132, MAY 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



7 Results and Discussion
The effectiveness of the stall margin control mode and active

stability management is analyzed in this section. To do so, it is
useful to define a rise time metric as the time between the TRA
step time �20 s mark� and the point at which the engine reaches
95% steady-state net thrust. The baseline case, which uses the
nominal engine and whose results are shown in Figs. 13 and 14,
has a rise time of approximately 2.70 s.

7.1 Stall Margin Control Mode. The stall margin mode is
first evaluated independently. Instead of the correlation measure
events, true HPC stall margin is fed back to the stall margin con-
troller. Figure 16 compares the time evolution of the net thrust and

stall margin during the burst transient for this case with the base-
line run. The large difference between the steady-state stall margin
values, both before and after the transient, represents the effects of
engine degradation. The rise time attained is approximately 3.05 s.
Hence, the stall margin mode is able to protect the degraded en-
gine from compressor instabilities, with a minimal increase in
acceleration time.

Figure 17 offers more insight into the interactions between the
stall margin mode and the rest of the engine control system. Note
that in order to focus on the region of low stall margin, the time
scale used for all three plots differs from that in the previous
results. The first plot shows the HPC stall margin of the degraded
engine. The dashed lines demarcate the stall margin values of 8%
and 3%. Recall that the stall margin controller is partially active
via blending when stall margin is in that range and only fully
active below 3%.

The second plot illustrates the mode switching process. The
dashed line represents the ẇf values calculated by the C-MAPSS

engine controller while omitting the acceleration limiter. The
dashed-dotted line is the ẇf from the stall margin controller to a
constant demanded HPC stall margin of 8%. The actual ẇf used
follows the engine controller output until stall margin falls below
8%. Between 8% and 3%, ẇf falls between the values calculated
by the two control modes, favoring the stall margin controller
output as the HPC loses stall margin. Below 3%, ẇf follows the
stall margin controller completely.

The third plot depicts the fuel flow command sent to the fuel
actuator after integrating ẇf. There is a slight plateau near the
20.5 s mark corresponding to the fully activated stall margin con-
trol mode.
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Fig. 15 Degraded engine: trajectory of burst transient repre-
sented on compressor map; HPC stall margin response. The
dotted portion represents the data considered invalid after stall
margin has reached a nonpositive value.

15 20 25 30
0.5

1

1.5

2

2.5

3

3.5

4
x 10

5

N
et

T
hr

us
t(

N
)

Nominal
Degraded, SM Mode

15 20 25 30
0

10

20

30

40

Time (s)

H
P

C
S

ta
ll

M
ar

gi
n

(%
)

Fig. 16 Independent stall margin mode „degraded engine…: net
thrust and HPC stall margin
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Fig. 17 Independent stall margin mode „degraded engine…:
stall margin controller activation limits; mode switching
through blending; fuel flow command after integration
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7.2 Active Compressor Stability Management. The effec-
tiveness of the stall margin control mode is retained after aug-
menting the system with the correlation measure. Since the nature
of the correlation measure model is not deterministic, a Monte
Carlo simulation study is performed. The study consists of run-
ning the burst transient with active stability management 100
times while varying the seed value for the pseudo-RNG of the
stochastic model. It is expected that 100 trials are sufficient to
produce a statistically significant set of results. The values of rise
time and minimum HPC stall margin for the 100 runs, presented
in histogram form �Fig. 18�, are quite consistent. The average rise
time �shown as the dashed line� is approximately 3.08 s. The 15
ms separation between the two distinct rise time values corre-
sponds to the update rate of the engine simulation. The average
minimum HPC stall margin attained is 1.34%, with no trial reach-
ing 0% or below.

The net thrust and stall margin time histories of a representative
case, randomly selected from the 100 trials, are shown in Fig. 19.
A comparison with the results shown in Fig. 16 indicates that
there is virtually no difference in engine performance between the
active stability management system and the independent stall mar-
gin control mode.

However, the differences between the control schemes are evi-
dent when examining the ẇf commands �Fig. 20�. The plots focus
on the low stall margin portion of the transient. The first plot is a
time trace of the number of correlation measure events at each
controller time-step. The event rate is proportional to the number
of events and, hence, follows the same trend. The number of
events increases with decreasing stall margin, represented as the
dashed-dotted line in the second plot.

The second plot also shows the estimated stall margin obtained
from the event rate. The initial disparity between the actual and
estimated stall margins prior to the transient is a result of the
correlation measure’s inability to estimate large stall margin val-
ues. The shape of the function relating event rate to stall margin
�Fig. 10� is such that the event rate essentially reduces to zero for
stall margins above 12%. Thus, this estimate error reflects the fact
that stall margins above this value are indistinguishable from one
another. Nevertheless, since the stall margin mode is not activated
until stall margin reaches 8%, this error does not adversely affect

engine control. Below 12%, this estimation method provides a
satisfactory level of accuracy for this application.

The high-frequency fluctuations present in the estimated stall
margin values are a consequence of the stochastic nature of the
correlation measure. Since the estimated values are used for the
stall margin controller, as well as the blending process, the tran-
sitions between the control modes are not as smooth as in the
previous case. As the third plot suggests, the high-frequency por-
tion of the estimated stall margin signal carries over to ẇf when
the estimate lies between 8% and 3%. Regardless, the fluctuations
in ẇf do not noticeably impact the fuel flow command to the fuel
actuator due to integration of the signal. Therefore, the fuel flow
command for this run is nearly identical to that using true HPC
stall margin. By the same token, since thrust is a strong function
of fuel flow rate, this explains the similarity in the net thrust
response of the two cases.

8 Discussion
The results presented here suggest that it is possible to realisti-

cally implement a stall margin control mode by incorporating the
correlation measure. With this control mode, it is possible to per-
form a transient with an engine deteriorated to the point at which
its default control system is unable to protect it from compressor
instabilities. The level of deterioration chosen for this study is
between 3000 and 6000 operational cycles. The minimum HPC
stall margin attained while using stability management is approxi-
mately 1.3%. In fact, it is possible to accommodate higher levels
of degradation and/or increase the minimum stall margin by tun-
ing certain variable parameters in the implementation scheme.
Namely, these parameters are the commanded value for the stall
margin controller, and the relationship between estimated stall
margin and the weighting factor used in the blending process.
However, as expected, the acceleration times will increase if these
variables are modified in the conservative direction.

It may be noted that the process of blending in the stall margin
controller inherently mitigates the impact of “false positives.” A
false positive for this application is defined as an event observed
at relatively high stall margin values. On its own, such an event
would incorrectly indicate proximity to the compressor stability
limit. However, a false positive would be a relatively isolated
incident, yielding a low-event rate and consequently a relatively
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Fig. 18 Active stability management „degraded engine…: re-
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high stall margin estimate. The weighted blending ensures that a
false alarm has a negligible impact on the control signal.

This implementation of the stall margin mode is based on the
knowledge of the relationship between compressor stall margin
and correlation measure event rate. This information is specific to
each type of machine and must be obtained from experiments or
computational methods. This simulation study assumes a relation-
ship with relatively high event rates. The convenience of such a
choice is the greater resolution available to estimate stall margin
using simple interpolation/extrapolation methods. Indeed, it is
more difficult to obtain an accurate estimate if the difference be-
tween stall margins of 0% and 10% is on the order of 10 instead
of 1000 events/s. It is possible to partially alleviate the difficulties
of a low-event rate scenario by selecting higher threshold values
for the correlation measure. As one might expect, a higher thresh-
old increases the event rate for a given compressor loading �Fig.
5�. Furthermore, the time window over which the event rate is
calculated is variable. Currently, the events are averaged over a
single controller time-step. If the time separation between events
is greater than that assumed in this work, this time window can be
elongated to obtain a more accurate event rate value.

Another important assumption made in this study is that the

stall margin-event rate relationship is essentially consistent in the
presence of engine deterioration. Specifically, it is assumed that
deterioration affects the compressor operating point �as shown in
Figs. 14 and 15�, and hence stall margin and event rate, but not the
general relationship between these latter two parameters. Since
the correlation measure has been evaluated using data from sev-
eral different machines �and hence different levels of deteriora-
tion�, it is reasonable to expect that the nature of this relationship
is consistent. A formal validation, however, will depend on the
type of component degradation �i.e., changes in compressor rotor
tip clearance� and subsequent experimental or computational
analysis.

Finally, a formal stability and robustness analysis of the closed-
loop system was not performed for this work. Figure 8 shows at
least numerically that for the controller considered �localized at
the sea-level static operating point�, switching between the con-
ventional and stall margin control modes does not cause instabil-
ity. Moreover, results from the Monte Carlo study �Fig. 18� indi-
rectly suggest a level of system robustness to the stochastic
elements of the correlation measure. However, for a formal vali-
dation of overall system stability and robustness, some of the
issues that must be addressed include �1� lack of an analytical
expression for the nonlinear dynamical system since C-MAPSS uti-
lizes numerous performance maps, �2� blending of the control
modes, and �3� nondeterministic nature of the correlation measure
model. Such an analysis would be difficult but may be feasible
with certain simplifying assumptions, such as linearization of the
plant and simplified characterization of the randomness in the
feedback signal. The problem may then be cast as the analysis of
a linear system with stochastic feedback.

9 Conclusions
The implementation of an active compressor stability manage-

ment system on a high-bypass turbofan engine with a realistic,
conventional control system has been demonstrated in a simula-
tion environment. The stability management system is the integra-
tion of two entities: the correlation measure and the stall margin
control mode. Past research has established a strong relationship
between the correlation measure and operational proximity to the
compressor stability limit. The correlation measure, which is
rooted in the physics of the flow field over the compressor rotor, is
emulated in the simulation environment using a stochastic model
that captures its statistical properties. The stall margin control
mode is designed using the model-matching, or KQ, method. This
technique has been previously used in the designs of model-based
control systems and a scheduled, multivariable engine controller.

In this work, the model-matching algorithm is used to design a
relatively simple single-input, single-output point controller for
HPC stall margin. The effectiveness of the stall margin mode is
assessed and established by using actual stall margin as a feed-
back parameter. Stall margin feedback is then substituted with
correlation measure-based events, representing a practical imple-
mentation of the control mode. The simulation studies show that
this resulting active stability management system is successful in
preventing compressor instabilities.

The present paper establishes a basic control framework for the
integration of a stochastic measure for active compressor stability
management and presents results to demonstrate its feasibility.
The following describes some items for future work. The stall
margin mode for active stability management considered in this
study is localized to sea-level static conditions. It is necessary to
expand the control mode for operation across the entire flight
envelope. Additionally, the case of relatively low-event frequency
needs to be assessed by raising the threshold for the correlation
measure and/or increasing the window over which the event rate
is calculated. Finally, a formal analysis of stability and robustness,
though not easily amenable to the current system, is needed to
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Fig. 20 Active stability management „degraded engine…:
events at each time-step; estimated stall margin values and
controller activation limits; mode switching through blending;
fuel flow command after integration
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provide additional confidence in the effectiveness of the proposed
stall margin mode controller beyond the current empirical evalu-
ations.
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Nomenclature
C�n� � correlation measure

i � index
K � controller transfer function
n � sample index
p � pressure signal
Q � desired response transfer function
N � number of samples per shaft rotation

wf � fuel flow rate �kg/s�
ẇf � rate of change in fuel flow rate �kg/s/s�

wnd � window size in number of samples
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New Steel Alloys for the Design of
Heat Recovery Steam Generator
Components of Combined Cycle
Gas Plants
Demand for power is growing everyday, mainly due to emerging economies in countries
such as China, Russia, India, and Brazil. During the last 50 years steam pressure and
temperature in power plants have been continuously raised to improve thermal efficiency.
Recent efforts to improve efficiency leads to the development of a new generation of heat
recovery steam generator, where the Benson once-through technology is applied to im-
prove the thermal efficiency. The main purpose of this paper is to analyze the mechanical
behavior of a high pressure superheater manifold by applying finite element modeling
and a finite element analysis with the objective of analyzing stress propagation, leading
to the study of damage mechanism, e.g., uniaxial fatigue, uniaxial creep for life predic-
tion. The objective of this paper is also to analyze the mechanical properties of the new
high temperature resistant materials in the market such as 2Cr Bainitic steels (T/P23 and
T/P24) and also the 9–12Cr Martensitic steels (T/P91, T/P92, E911, and P/T122). For
this study the design rules for construction of power boilers to define the geometry of the
HPSH manifold were applied. �DOI: 10.1115/1.3204563�

Keywords: heat recovery steam generator, Benson once-through technology, finite ele-
ment modeling, finite element analysis, stress analysis, uniaxial fatigue life assessment,
uniaxial creep life assessment, steel alloy mechanical properties, 2 1/4 Cr Bainitic steels,
9–12Cr Martensitic steels

1 Introduction
From the past to the actuality, engineering design process of

boiler pressure parts are designed based on codes, e.g., ASME
Boiler and Pressure Vessel Code �1�, providing basic information
to define the dimensioning of piping, headers, manifolds, and
boiler valves. Today, with the advancement of technology, creat-
ing a better understanding of engineering design concept using
stress propagation analysis created and applied, during the design
process, not only the rules for construction of power boilers �Sec-
tion I� and “design-by-rules” approach �2� �Design by Rule Re-
quirement Section VIII division 2�, but also the “design-by-
analysis” methodology �2� �Design by Analysis Requirements�
using the results from stress analysis, providing a better evaluation
of the component performance, avoiding plastic collapse, local
failure, buckling, or cyclic loading.

Meanwhile, the world is facing new challenges where environ-
mental protection plays the most important rule. New technology
techniques improve old power generation systems, creating mod-
ern power generation raising power station efficiency, producing
more energy, reducing fuel consumption, and gas emissions. In
parallel with modern coal power plants, combined cycle gas tur-
bines �CCGTs� achieve one of the most efficient operation condi-
tion, where the Benson once-through technology �3–5� is applied
to both thermal power plant technologies. Today, the development
of gas turbine, heat recovery steam generators, and high-
temperature materials give birth to the fourth generation combined
cycle plants, reaching 60% or higher efficiency �6�.

All the mentioned factors, design, and technology lead the

power plant equipments to operate at higher temperatures, raising
the metal temperature and creating a push and pull approach
through the R&D companies, with the objective of developing
new temperature resistant and high strength materials. With the
purpose of following these new requirements, European, US, and
Asian countries are developing new steel alloys for advanced
steam cycle and/or ultrasupercritical pressure power plants, devel-
oping the series of 2 % Cr Bainitic Steels �T/P23 and T/P24� and
9–12% Cr Martensitic Steels �T/P91, 92, E911, and T/P122�.

To analyze all these factors, a finite element analysis is per-
formed, taking into account the boiler design, operation condi-
tions, and new steel alloy properties, defining the impact of solu-
tions in the mentioned factors.

2 Heat Recovery Steam Generator
A heat recovery steam generator �HRSG� is a recovery boiler

that uses the heat from a gas turbine exhaust flow. The heat flow
from the exhausted gases is used to produce superheated steam in
the HRSG modules, and after this process, superheated steam is
used in conventional steam turbines �7�. With this solution, de-
pending on the displacement of the gas turbine, generator, and
steam turbine, coupling a gas and a steam turbine in a single shaft
provide the generator with a higher kinetic energy in the generator
electric shaft, thereby producing in this way an additional fraction
of electric energy.

Recently, Alstom Power incorporate Benson once-through
evaporator technology �8� developed by Siemens into its new gen-
eration of HRSGs, where it will be connected with Alstom’s Op-
timized for Cycling and Constructability �OCC� �9�.

The case showed in this study is a triple pressure HRSG with
nine modules, five sections with three splitting each section �Fig.
1�.

During this study the main focus will be the high pressure su-
perheater �HPSH� module, where the critical elements will be
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analyzed with especial attention on the HPSH manifold. The de-
sign of the HPSH manifold conditions are established in a pres-
sure of 15.4 MPa and with a stamped temperature of 584°C be-
longing to a multiunit power station with a capacity of
�400 MW.

3 Design Analysis
The HPSH module �Fig. 2� of a HRSG generally is the first

module of the high temperature section, recovering the heat from
the exhaust gas of the gas turbine. Therefore, this module is the
most solicited because of its exposition to higher temperature,
causing high level of stress concentration.

All the module components were designed to meet the mini-
mum thickness requirements in accordance with Section I of
ASME Boiler and Pressure Vessel Code, Rules for Construction
of Power Boilers. The “diagonal efficiency” and “longitudinal ef-
ficiency” were based on an in-house developed method �10,11�. In
Ref. �12�, an “evaluation of high temperature steel alloys” shown
detailed operation conditions of the design process. Table 1 shows
a summary of the basic design conditions, geometry, and initial
materials used in this component.

The HPSH module shown in Fig. 2 is constituted for some
elements that are important for the entire set of components. As
mentioned before, this module is a critical component in a HRSG.

It is designed to be thermal and pressure resistant. The compo-
nents of the HPSH module are described in Fig. 2 where it is
possible to see the �1� header, �2� bending 4� schedule �SCH�
pipe, �3� superheater steam outlet, �4� radiographic hole and plug,
�5� manifold support lug, �6� 12�SCH pipe, �7� alignment plates,
�8� manifold end plug, �9� strait 4� SCH pipe, �10� tube to header
connection, �11� header end plug, and �12� harps tubing.

Despite the advancement of technology in the field of finite
element analysis, complex geometries similar to the one presented
in Fig. 2 should be simplified. So the superheater module, consti-
tuted by two harps was simplified with the main objective of
making the FE simulation more efficient, analyzing only the criti-
cal elements �Fig. 3�.

One of the most critical elements from a superheater module is
the outlet manifold �Fig. 4�, where all the superheated steam is
collected from the boiler and then sent to the high pressure steam
turbine. This critical element was studied separately during the
fatigue analysis.

4 Finite Element
According to ASME Boiler and Pressure Vessel code �Section

VIII, Division 2� the design-by-analysis is based on the use of the
results obtained from a stress analysis of the high pressure super-
heater manifold, depending on the loading or boundary conditions
and defining a thermal analysis; while the design-by-requirements
provide design rules for commonly used pressure vessel shapes
under pressure loading and the within specified limits, rules, or

Fig. 1 General representation of the modules displacement of a HRSG

Fig. 2 High pressure superheater module for the finite ele-
ment analysis purpose

Table 1 Design conditions defined using the ASME section I

Design conditions I.S. units U.S. units

Design pressure 15.4 MPa 2234 PSIG
Design temperature 584°C 1083°F
Manifold outside diameter 323.9 mm 12.75 in.
Manifold nominal thickness 48 mm 1.89 in.
Manifold minimum thickness 29.50 mm 1.16 in.
Pipe outside diameter 114.3 mm 4.5 in.
Pipe minimum wall thickness 14.98 mm 0.59 in.
Pipe average wall thickness 17.12 mm 0.67 in.
Pipe material SA-335 P91
Plate material SA-387 GR22 CL2
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guidance for treatment of other loadings. Section I of the same
code is used to define the dimensioning of the boiler element such
as pipes, tubing valves, etc.

Nowadays, the main purposes of finite element are to gather
these important design philosophies and unify them, shaping the
geometry and bringing the efficiency to the design process.

With the evolution of human necessity and the progress of tech-
nology, finite element transformed in two different processes: the
modeling process and the analysis process, creating a connection
between the SOLIDWORKS and CATIA modeling softwares and mul-
tipurpose softwares such as ANSYS. This way it is possible to
design complex geometries and define the best procedure to pro-
vide a good analysis of the power equipment components.

5 Materials for Power Application
The improvement of thermal efficiency by increasing the oper-

ating temperature and pressure of boilers has recently led to the
development of new high temperature resistant steel alloys used in
thermal power plants.

For 9–12% Cr steels, grade T/P91 �X10CrMoVNb91 according
to EN 10216-2�, which were developed at the end of the 1970s in
the US and first used in the 1980s, marked the starting point for
these developments �13,14�. With its excellent mechanical charac-
teristics at elevated temperatures and good workability, it was rap-
idly adopted worldwide for applications in the field of new power
stations in all parts of the world. Today T/P91 type steel is the
major subject of discussion in the resurge community. The tube
design temperature is limited to around 610°C inside the combus-
tion chamber. This limit depends on factors such as heat flow and
corrosion behavior. More recent developments to produce new
grades, with improved chemistry �Table 3�, such as T/P911 �Eu-
ropean E911; X11CrMoWVNb9–1-1� and T/P92, have improved
mechanical properties at high temperatures, in particular, an in-
crease in creep strength of 10–20% in 100,000 h at 600°C �18�.
This makes it possible to reduce the wall thickness of the pipes
and consequently improve their behavior to thermal fatigue. The
new grades T/P23 and T/P24 �7CrMoVTiB10–10� are well suited
for boiler components working at lower temperatures. While these
grades were initially developed for manufacturing water wall pan-
els for ultra super critical boilers �USCB�, they are also used for
the superheaters and reheaters of conventional boilers and HRSG.

In addition to their excellent workability, they have the advan-
tage of being used without postweld heat treatment �PWHT� in
case of welding thin-walled tubes. Furthermore, owing to the
good creep properties, they can be used to replace P22 and, for
some applications, even P91, with the advantage of lower costs.

Table 2 sets out the characteristics of these new grades that will
be used during the FEA. So, resorting to finite element analysis
and to develop the geometry, we will analyze the capacity and the
behavior of these steel alloys by simulating the operating condi-
tions.

Fig. 3 Simplified high pressure superheater module for the
finite element analysis purpose

Fig. 4 Trimetric view of the HPSH upper outlet manifold

Table 2 Thermal stress parameters for steam pipe materials

YT ��c�
�MPa�

TS ��b�
�MPa�

Thermal
expansion
�10−6 /K

Thermal
conductivity

�W /m K�

P22 205a 415a 14.3c 33.0c

P23 400a 510a 13.9c 33.1c

P24 415b 585b 13.7c 36.9c

P91 415a 585a 12.9c 30.0c

E911@600°C 285d 620b 12.0d 27.0d

P92@600°C 368d 620b 12.0d 27.0d

P122@584°C 265.5e 415e 14.3e 33.0e

aASME section II, materials, metric version.
bReference �15�.
c600°C �Ref. �16��.
dRef. �17�.
eExtrapolated data.

Table 3 Nominal chemical composition of high temperature steel alloys

Element

Steel alloy

T /P23�15� T /P24�15� T /P91�18� E911�14� T /P92�19� T /P122�20�

C Carbon 0.04–0.10 0.05–0.10 0.08–0.12 0.09–0.13 0.07–0.13 0.11
Si Silicon �0,50 0.15–0.45 0.20–0.50 0.10–0.50 0.50 0.1
Mn Manganese 0.10–0.60 0.30–0.70 0.30–0.60 0.30–0.60 0.30–0.60 0.60
Cr Chromium 1.90–2.60 2.20–2.60 8.00–9.50 8.50–9.50 8.50–9.50 12.0
Mo Molybdenum 0.05–0.30 0.90–1.10 0.87–1.13 0.90–1.10 0.30–0.60 0.4
W Tungsten 1.45–1.75 — — 0.90–1.10 1.5–2.00 2.0
V Vanadium 0.20–0.30 0.20–0.30 1.18–0.25 1.18–0.25 1.15–0.25 0.05
Nb Niobium 0.02–0.08 — — 0.06–0.10 0.04–0.09 0.05
N Azoth �0,030 �0,01 0.030–0.070 0.040–0.090 0.030–0.070 0.06
B Boron 0.0005–0.006 0.0015–0.007 — 0.0003–0.006 0.001–0.006 0.003
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6 Life Assessment Analysis
RLA is a predictive maintenance approach for industrial equip-

ment and other structures with operating methods susceptible to
limited life. In specific cases of energy production facilities in-
cluding conventional thermal power plants, gas turbine combined
cycle, cogeneration power plants and other industrial plants such
as crude oil refineries, the RLA re-emerged connected with the
possibility of exploration activities before the project lifetime fin-
ishes, increasing the operation time, pushing the installation to
operational and economical limits. In this work we will focus on
the behavior of steel alloys in the most important factors for a heat
recovery steam generator �19�.

7 Uniaxial Fatigue Analysis
Applying the fatigue analysis technique, a general uniaxial fa-

tigue analysis involving the HPSH manifold was developed. The
operation condition is identical to the cycle analysis, where the
major consideration goes to cold start-up cycle. The FEA data are
shown in Fig. 5, where it is possible to compare the mechanical
behavior of the new 2% Cr Bainitic steels P23 and P24 and also
the 9Cr Martensitic steel P91 submitted in the HPSH manifold.

Analyzing the above diagram below 600,000 cycles, P91 has a
good behavior compared with the 2Cr Bainitic P23 and P24 al-
loys. Meanwhile, above 600,000 cycles, the P91 has a low perfor-
mance compared with P24, whose capacity to stand high number
of cycles during a simulation about 584°C is very good but due to
oxidation behavior, the application of P24 is limited to the tem-
perature of 575°C �20�. Figure 6 define the life range for the
HPSH manifold geometry, where the right manifold support lug is
the element with the lower fatigue life in all the component be-
cause it is the restrained support. In future studies, a fixing system
must be developed with the objective of improving the data analy-
sis.

P122 is the new Martensitic 12% Chromium steel developed by
Japanese experts; nowadays, this steel is being studied in boiler
construction as analyzed by Masuyama �21�. A uniaxial fatigue
was carried to this steel alloy, comparing with the recent 9Cr
Steels P91, P92, and E911 �Fig. 7�.

Analyzing the data, the new Grade P122 has a modest fatigue
behavior compared with 9% Cr Steels submitted in the HPSH
manifold design. But at a higher number of cycles, the perfor-
mance is higher than in some 9Cr type steels such as P92 and
E911. But one fact is that P91 still shows a very good behavior at
a high number of cycles, showing a low stress concentration.
Meantime, P122 shows a crescent level of thermal conductivity,
which is very good for steel with a higher content of chromium. It
shows that the thermal expansion grows with the temperature but
is not that much significant.

Recent studies present the maximum Cr content of the specifi-
cation was lowered from 12.50% to 11.50%; the intent was to
differentiate the variant due to substantial differences in elevated
temperature strength.

Using FEA, a simulation was developed based in the HPSH
Manifold, where submitting the geometry of this component to
design operation values and using the steel alloy P91 gave the
results for the three different fatigue cycles, as presented in Fig. 8.

Regarding the cyclic simulation of steel P91, it is possible to
conclude that the applied stress directly influenced the magnitude
of the alternating stress or the range of the internal pressure. Com-
paring the cases of high and small pressure ranges for 1�106

cycles �Fig. 8�, the only difference between these two operating
cases is the magnitude of pressure decay between cycles. There-
fore it can be seen that larger alternating stress intensity reduces
the allowable stress for the same number of allowable cycles.

Fig. 5 Representation of stress and number of cycles for P91
and comparison with 21

4 Cr steels P24 and P23

Fig. 6 Number of cycles for SA-335 P91 grade

Fig. 7 Logarithmic representation of stress and number of
cycles for P122 comparison with 9Cr steel defining one S-N
curve or Wohler curve
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Hence, keeping the alternating stress intensity as small as possible
is an important factor for increasing the high cycle fatigue life due
to any direct loading.

8 Creep Life Assessment
The master curve for steel alloys represents the average rupture

stress values over the range of time, temperature, and stress values
used in the prediction of long-term creep-rupture strengths �Fig. 9�
for 9Cr steels P91, P92, and E911 as a function of stress and in the
form of a time and temperature parameter, following the Manson–
Brown Parameter �Eq. �1��, applied by the British Standard Insti-
tution �BSI� �22�

P��� = a + b�log �� + c�log ��2 + d�log ��3 + e�log ��4

=
log t − log ta

�T − Ta�r �1�

where P��� is the creep rupture parameter, T is the temperature
�K�, t is the time to rupture �h�, � is the stress �MPa�, r is a
temperature exponent, a, b, c, d, and e are constants �see Ref.
�22��.

Applying the Manson–Brown Parameter, where the constants
for Eq. �2� of the master curve is given in Table 4

P��� = a + b�log �� + c�log ��2 + d�log ��3 + e�log ��4 �2�

The master curve shown below �Fig. 9� describe the behavior of
9%Cr steels P91, P92, and E911 �X11CrMoWVNb9–1-1� applied
in the design of HPSH module �manifold, header, and tubing�. It
defines basically the Manson–Brown parameter that we can use
during a life assessment analysis. So analyzing the data, the higher

the stress in the 9Cr steel pipe is, the smaller the Manson–Brown
parameter. Comparing the 9Cr steels, it is easy to conclude that
P92 have the lower Manson–Brown parameter and the E911 show
the highest values than P91 for the same level of stress.

A similar curve is shown in Ref. �22� for grade 91 on page 87b,
but here, we have to consider that the P91 behavior is analyzed
with the geometric shape of a high pressure superheater module
and not like a simple normalized sample. This element is exposed
to a metal temperature of 584°C and a pressure of 15.4 MPa,
which induce heavier stresses in the pipe, causing a reduction in
its time life. The stress is the equivalent von Misses given by the
finite element analysis software.

The equivalent stress is related to the principal stresses �Eq. �3��
as

�e = � ��1 − �2�2 + ��2 − �3�2 + ��3 − �1�2

2
�1/2

�3�

This equivalent stress �e �also called the von Mises stress� is used
in design work �Fig. 10� because it allows any arbitrary three-
dimensional stress state to be represented as a single positive
stress value, making use of the maximum equivalent stress failure
theory used to predict yielding in a ductile material. The equiva-
lent stress is also used in the parametric extrapolation techniques
for estimation of the long-term creep and rupture strength of ma-
terials based on short-duration laboratory tests.

The von Misses or equivalent strain � is computed �Eq. �4�� as

�e =
1

1 + ��
�1

2
���1 − �2�2 + ��2 − �3�2 + ��3 − �1�2�	1/2

�4�

where �� is the effective Poisson’s ratio, which is defined as the
material Poisson’s ratio for elastic and thermal strains computed
at the reference temperature. Each material’s reference tempera-
ture property is used as the reference temperature. If this property
does not exist for a material, then the environment’s reference
temperature uses a coefficient of 0.5 for plastic strains.

Fig. 8 Fatigue analysis of HPSH manifold subjected to the cy-
clic loading defining an S-N curve

Fig. 9 Master curve for 9% Cr steels P91, P92, and E911 rep-
resenting the average rupture stress values and the range of
Manson–Brown parameter for 584°C

Table 4 Master curve constants

P91�22� P92�23� E911�24�

a �0.4938277900 �0.921890616 �2.4726
b 0.9749886394 1.94211233 5.1073
c �0.7671017051 �1.62884569 �3.9845
d 0.2668407261 0.603966355 1.3796
e �0.03513864124 �0.08465305 �0.17956

Fig. 10 General equivalent stress representation from the fi-
nite element analysis
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For reliable predictions, it is necessary to calculate the rupture
time, and for that, it is equally necessary for the parametric equa-
tion �Eq. �5�� and the constants for this equation, as given in Table
5.

P��� =
log t − log ta

�T − Ta�r �5�

At the first sign, analyzing the applied constants, we can see that
the Manson–Brown parameter transform to the Manson–Haferd
parameter. This specific characteristic of the Manson–Brown pa-
rameter is very important and valuable because the main objective
of parametric extrapolation techniques is extrapolating experimen-
tal data, providing the integrity analyzer with reliable and accurate
data related with stress concentration and time to rupture. If we
force the use of a certain extrapolation technique to a specific steel
alloy, the final results will always have an associated error that is
considerable if the extrapolation technique chosen is not the best
for that specific case. So, the main added value of the Manson–
Brown parameter is the possibility to adapt itself to the material
and change the form to another extrapolation technique. A similar
behavior is detected in the Larson–Miller parameter, when the
constant c is changed to different steel alloys. But the Manson–
Brown parameter goes even further when it simply changes its
form according to the steel alloy and the applied constants also
follow the material. This characteristic is described by Pinto
Fernandes and Dias Lopes �13� when they made the analysis of
the Manson–Brown parameter applied to austenitic stainless steel
18Cr 8Ni based on BSI PD 6525.

Related to the Fig. 11 presented below, reductions in stress
correspond to higher time to rupture to the specific analyzed com-
ponent.

Analyzing the data, it is clear that the P92 shows the best be-
havior when this alloy steel is used in the high pressure super-
heater module. The development of this new steel alloy P92 sup-
presses clearly the P91 and shows promissory results when
submitted to high and high stress �Fig. 12�. With improved chem-
istry and the same amount of Chromium as P91 the P92, it shows
a low stress concentration due to a good thermal conductivity and
lower thermal expansion. This characteristic applied to an opti-
mized geometry is prepared to withstand high stresses and gives

birth to a good combination when the most important factors are
the possibility to enlarge the predicted life of the component, and
consequently, the reliability and possibility of a reduction in prob-
ability of forced outage rate due to HPSH manifold failure.

Regarding the European E911 �NF616� during the recent scien-
tific meetings �23� the importance of E911 was discussed and a
great number of comparisons between the E911 and P92 was car-
ried on. The results showed that P92 has a better behavior then
E911 and in this finite element study regarding the HRSG super-
heater, the results is not different. P92 shows a better behavior
than E911; meanwhile a further discussion and analysis should be
made to define clearly the behaviors of P91 and E911.

9 Conclusion
The present paper is a contribution in understanding the use of

high alloy type steels for new operating conditions resistant in the
new CCGT generation units with improved design and efficiency.
The new power generation systems based on CCGT will be, in the
medium term, an alternative, and also a complementary solution
to the new coming generation of hypercritical coal fired power
plants.

During the mechanical design of HPSH manifold, we con-
cluded that design-by-rule �ASME Section VIII, Part 4, Design by
Rule Requirements� cannot deal with every possible configura-
tions, and may be unduly restrictive by preferring certain con-
structions without appropriate justification as we can see in the
ASME Code, when we saw some references based only on one
type of geometry such as weld joints. The use of design-by-
analysis �ASME Section VIII, Part 5, “Design by Analysis Re-
quirements”�, employing more elaborate analytical techniques
such as finite element models to determine limit loads and refer-
ence stresses, can overcome the limitations of design-by-rule for
primary loading. To this objective, some codes allow the use of
limit load analysis, which can be accomplished using modern fi-
nite element analysis softwares that are being developing nowa-
days, creating a symbiosis between the modeling and simulation/
analysis softwares.

Analyzing the behavior of the HPSH manifold and analyzing
the HPSH module including headers and tubing, where steel al-
loys have a strong contribution factor, an exercise was performed,
simulating the behavior of this elements by defining the stress,
fatigue analysis, and creep strength related with time to rupture.

The 12� SCH pipe is a component with high stress due to
higher thickness and temperature.

Regarding fatigue behavior, normal 4� SCH pipe is the higher
cycled component, but 4� SCH bending pipe has almost the same
parameter values �depending on the material�. In the case of 12�
SCH and 4� SCH pipes operating at 584°C and 15.4 MPa, 9%Cr
steel is the best material solution, in the present imposed condi-
tions, to cyclic operation conditions.

During creep assessment P92 show a good performance when
submitted to the superheater operation conditions. This result

Table 5 Constants for the parametric equation

P91�22� P92�23� E911�23�

r 1 1 1
ta 370 500 613
Log ta 24.75538940 40.5120506 13.3

Fig. 11 Master curve for 9% Cr steels P91, P92, and E911 rep-
resenting the range of stress and the range of rupture time
resorts to Manson–Brown extrapolation parameter and HPSH
module

Fig. 12 Stress evolution in the temperature range of 400
−700°C for P91 and P92
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leads to one of the solutions for the reliability of the high pressure
components from the HRSG high temperature section, where the
HPSH module as one of the critical modules was designed and
constructed to be cyclic efficient, showing a geometry that gener-
ates good capability to stand high range of temperatures and good
stress distribution. The single row of tubes between the two head-
ers and row-to-row makes this characteristic possible. This unique
pressure part arrangement makes this component prepared for
faster start-ups handle high thermal stress, creating a combination
between these characteristics, and the mechanical behavior of 9Cr
W Grade P92 will lead to one of the greatest solutions to increase
life and reduce the probability of forced outage rate due to HPSH
component failure, preparing the OCGT to be one of the most
flexible and adapted unit for cyclic operation and creep resistant
unit. In the future new studies, including the new generation of
9Cr steel, should be developed to define the best solution for the
Benson once-through technology, defining combinations of geom-
etry and alloy and improving the range of stress and temperature
that this type of unit can operate without a substantial life reduc-
tion.

The results showed in this paper should be analyzed carefully
by the reader. Even now by demonstration that the Manson–
Brown parameter is one of the best extrapolation parameters, with
a medium difficulty in the calculation process but a high level of
flexibility when compared with the common Larson–Miller pa-
rameter, the truth is that the constants used in this type of extrapo-
lation are very important; a small change in the constants values
can originate a very different result. Beside that, the simulation
takes into consideration an entire geometry and not a standard
sample, applying new grades of steel alloys that are in the stage of
tests to know the creep behavior where long creep-rupture tests
are still running.

Regarding the thickness of the pipes and tubing, analyzing the
data, we conclude that the 9Cr Steel have a smaller thickness
when compared with 2 1

4 Cr steels. The grade P92 is the steel,
which presents the best thickness among the analyzed steels.
Meanwhile, creep-rupture tests are still running for the new grade
P122. Meanwhile, steels like P92 and P122, which show high
contents of chromium and at the same time good thermal conduc-
tivity and lower expansion, are some of the candidates to replace
the Grade P91 in the future.
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Computational Design of
Corrosion-Resistant Fe–Cr–Ni–Al
Nanocoatings for Power
Generation
A computational approach has been undertaken to design and assess potential Fe–Cr–
Ni–Al systems to produce stable nanostructured corrosion-resistant coatings that form a
protective, continuous scale of alumina or chromia at elevated temperatures. The phase
diagram computation was modeled using the THERMO-CALC

® software and database
(Thermo-Calc® Software, 2007, THERMO-CALC for Windows Version 4, Thermo-Calc Soft-
ware AB, Stockholm, Sweden; Thermo-Calc® Software, 2007, TCFE5, Version 5, Thermo-
Calc Software AB, Stockholm, Sweden) to generate pseudoternary Fe–Cr–Ni–Al phase
diagrams to help identify compositional ranges without the undesirable brittle phases.
The computational modeling of the grain growth process, sintering of voids and interface
toughness determination by indentation, assessed microstructural stability, and durability
of the nanocoatings fabricated by a magnetron-sputtering process. Interdiffusion of Al,
Cr, and Ni was performed using the DICTRA

® diffusion code (Thermo-Calc Software®,
DICTRA, Version 24, 2007, Version 25, 2008, Thermo-Calc Software AB, Stockholm, Swe-
den) to maximize the long-term stability of the nanocoatings. The computational results
identified a new series of Fe–Cr–Ni–Al coatings that maintain long-term stability and a
fine-grained microstructure at elevated temperatures. The formation of brittle �-phase in
Fe–Cr–Ni–Al alloys is suppressed for Al contents in excess of 4 wt %. The grain growth
modeling indicated that the columnar-grained structure with a high percentage of low-
angle grain boundaries is resistant to grain growth. Sintering modeling indicated that the
initial relative density of as-processed magnetron-sputtered coatings could achieve full
density after a short thermal exposure or heat-treatment. The interface toughness com-
putation indicated that the Fe–Cr–Ni–Al nanocoatings exhibit high interface toughness in
the range of 52–366 J /m2. The interdiffusion modeling using the DICTRA software pack-
age indicated that inward diffusion could result in substantial to moderate Al and Cr
losses from the nanocoating to the substrate during long-term thermal exposures.
�DOI: 10.1115/1.3204651�

1 Introduction

Energy-producing steam and gas turbine components operate in
a severe environment at elevated temperatures. For protection
against environmental degradation, both MCr and MCrAl �where
M =Fe,Ni,Co, or combination of these elements� are widely used
in industry. A large number of oxidation-resistant Ni–Cr–Al coat-
ings are available for protection of gas turbine protection at ser-
vice temperatures of up to about 1100°C �1–9�. For these Ni-
based coatings, the Cr content ranges from 3 wt % to 22 wt %
and the Al content ranges from 2 wt % to 20 wt % with no or
little Fe. Most of the Ni–Cr–Al coatings are processed using con-
ventional methods and exhibit normal grain sizes. Recently, some
investigators processed Ni–Cr–Al coatings with a nanoscaled
grain structure �1–8�.

Several Fe–Cr–Ni–Al coatings with nanoscaled grain structure
are also reported in literature �10–12�. Liu and co-workers �11,12�
reported the oxidation characteristics of sputtered-deposited nano-
crystalline Fe–Cr–Ni–Al coatings with 25–26 wt % Cr,
19.3 wt % Ni, and 3.4–4.2 wt % Al with and without 1.8 wt %
Mn. The compositions of these coatings are essentially those of

310 stainless steels �Fe–25Cr–19.3Ni� with the additions of
3.4–4.2 wt % Al and 1.8 wt % Mn. Nanocoatings based on 304
stainless steel compositions with 3 wt % to 10 wt % Al additions
�Fe–18Cr–8Ni–zAl, where z ranges from 3 wt % to 10 wt %�
were also reported �10�. By virtue of a nanoscaled grain structure,
these nanocoatings are capable of forming a continuous Al2O3
oxide scale in 100 h at 800°C and 900°C �11� and 50 h at
950–1050°C �12�. These authors did not report the oxidation re-
sults for longer times of thermal exposure.

He et al. �13� reported the synthesis of microcrystalline
Fe–Cr–Ni–Al–Y2O3 oxide-dispersion strengthened alloy coat-
ings by electric spark deposition using
Fe–20Cr–4.5Al–0.5Ti–0.5Y2O3–0.23C–0.002S �in wt %� as
an electrode and Fe–1Cr–18Ni–9Ti as a substrate. The coating
produced was Fe–18.9%Cr–7.98%Ni–2.41%Al. Because of its
relatively low Al content, this particular coating �Fe–18.9%Cr–
7.98%Ni–2.41%Al� does not form continuous Al2O3 but rather
forms a combination of mixed FeCr2O4 and Cr2O3 �13�. Thus, it is
unknown whether or not that coating containing low levels of Al
provides long-term protection. There are also questions about the
long-term stability of the nano-sized grain structure at elevated
temperature.

Since elevated temperature tests are expensive, there is a need
for an efficient approach to reduce the cost and lead time for
developing novel coatings with improved oxidation and corrosion
performances. One possible approach is to utilize computational
methods to design and optimize the compositions and to interro-
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gate the microstructural stability of nanostructured coatings. In
this paper, we report the use of an integrated computational ap-
proach to develop a stable nanostructured coating that produces a
protective, continuous scale of alumina or chromia. The computa-
tional efforts included �1� the use of THERMO-CALC

® software and
database �14,15� for computing pseudoternary phase diagrams for
the design of nanocoatings; �2� the use of grain growth model,
sintering model, and interface toughness model for optimizing
microstructural stability and interface integrity; and �3� the use of
DICTRA diffusion code �16� for maximizing the long-term stability
of the nanocoatings. The candidate nanocoatings were fabricated
by a magnetron-sputtering process.

2 Computational Design of Nanocoating Compositions
Pseudoternary phase diagrams for Fe–Cr–Ni–Al systems were

computed using THERMO-CALC Windows version 4 �TCW-4� �14�
and TCFE5 �15�, which is a thermodynamic database for steels
and Fe-based alloys by Thermo-Calc Software, Stockholm, Swe-
den. This effort was intended to provide guidance on the phase
relations of both alumina and chromia formers over the operating
temperature range for selected aluminum contents. The intended
application of the Fe–Cr–Ni–Al coatings is fossil-fired steam tur-
bine boilers. Since the application temperatures can range from
455°C to 750°C, the pseudoternary phase diagrams were com-
puted from 327°C to 927°C at 100°C increments. The aluminum
content was selected to range from 0 wt % to 14 wt % at 2–
3 wt % increments. One of the goals of the phase diagram com-
putation is to identify the minimum amounts of Al addition re-
quired to suppress �-phase formation in Fe–Cr–Ni–Al alloys. To
achieve this goal, the Fe–Cr–Ni–Al pseudoternary phase diagram
was computed for 727°C by increasing the Al content from
0 wt % to 10 wt % at 1 wt % increments.

The computational results have been utilized to establish the
minimum Al contents and temperature where �-phase would be
suppressed. The results are presented in Fig. 1, which indicate that
a 4 wt % Al addition or greater suppresses the formation of
�-phase in Fe–Cr–Ni–Al at 372–627°C. The amount of Al addi-
tion required to suppress �-phase formation decreases with in-
crease in temperature to about 3 wt % Al at 727°C and to
2 wt % Al at 827°C, as shown in Fig. 1. At Al contents greater
than 4 wt %, the microstructures of Fe–Ni–Cr–Al contain ferrite
�bcc�, austenite �fcc�, or a combination of ferrite+austenite. Al is
a bcc stabilizer that expands the bcc phase field but diminishes the
�-phase and austenite �fcc� phase fields in Fe–Ni–Cr–Al. Typical
pseudoternary phase diagrams for Fe–Ni–Cr–Al at 727°C are pre-
sented as a function of Al content in Fig. 2.

The general trend is that the increase in Al content expands the
bcc phase field and suppresses the formation �-phase. Figures

3�a�–3�d� present the pseudoternary phase diagrams for
Fe–Cr–Ni–10 wt %Al for 427°C, 527°C, 627°C, and 827°C,
respectively. The corresponding result for 727°C is shown earlier
in Fig. 2�d�. At 427°C, a phase field of two bcc phases ��1 is
Fe-rich and �2 is Cr-rich� and one fcc phase ��� exists in the
central portion of the phase diagram. The size of this phase field
diminishes at 527°C and is completely gone at 627°C. At 627°C,
727°C, and 827°C, the equilibrium phases are � �bcc� and �
�fcc�.

Al contents were reported to produce alumina formation in Fe–
Ni–Cr–Al alloys �12,17–23�. A minimum of 4–5 wt % Al is re-
quired to form a continuous alumina scale on Fe–Ni–Cr–Al al-
loys. It has been reported that a minimum of 5 wt % Al is
required to form a continuous alumina scale on coatings with a
normal grain size ��1 �m�. The critical Al content is reduced
from 5 wt % to 3.5 wt % Al for coating with nano-sized grain
size because of a greater Al diffusion kinetics through grain
boundaries �12,23�. The critical Al content for Fe–Ni–Cr–Al al-
loys can be further reduced to the 2.5–4.0 wt % range by con-
trolling the contents of microalloying elements such as Ti, V, and
Nb �24–26�. The minimum Al content required for Al2O3 forma-
tion is also about 3.5 wt % Al for aluminide coatings on Fe-based
alloy substrates �27�. To ensure a sufficient Al source, we have
tentatively selected 10 wt % Al as the desired Al content for the
Fe–Ni–Cr–Al nanocoating compositions.

The candidate nanocoatings were fabricated using a magnetron-
sputtering process, which previously produced nanostructured
Fe–18Cr–8Ni–xAl coatings for several Al contents as part of a
small business technology transfer program �10�. These coatings
typically contained a columnar-grained microstructure with small
amounts of pores in the as-processed condition. The grain size
was in the micrometer range in the columnar grain growth direc-
tion but was on the nanometer range �average grain size
=350–550 nm� in the transverse direction. Efforts are currently
underway to further reduce the grain size by altering the deposi-
tion parameters. Computational methods applied to assess the
evolution of the microstructure, the durability, and the long-term
stability of these nanocoatings are highlighted in Secs. 2.1–2.4.

2.1 Grain Growth Modeling. The expression for grain
growth kinetics �28� is generally given by

d2-do
2 = kgt �1�

where d and d� are the current and initial grain diameter, respec-
tively, t is the time, and kg is the microstructure parameter �25�
given by

kg =
4

3
Mgb�gb�n − 6� �2�

where Mgb and �gb are the mobility and energy of the grain
boundaries, respectively, and n is the number of the grain neigh-
bor. The grain boundary mobility is related to the diffusion coef-
ficient �D� as given by

Mgb =
�Do

�bRT
exp�−

Q

RT
� �3�

where � is the molar volume, �b is the grain boundary thickness,
Do is the pre-exponent coefficient for diffusion, Q is the activation
energy for diffusion, R is the universal gas constant, and T is
absolute temperature.

The activation energy for grain growth is closely related to the
activation energy for the controlling diffusive mechanisms. In Fe-
based alloys, the activation energy for grain growth can vary from
91 kJ/mol to 404 kJ/mol �29�. The high value is associated with
grain growth in a columnar-grained structure �29�.

Equations �1�–�3� were utilized to compute the grain diameter
as a function of anneal times for equiaxed and columnar micro-
structures of as-processed magnetron-sputtered Fe–18Cr–8N–
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Fig. 1 Computational results of Al contents required to sup-
press �-phase formation in Fe–Cr–Ni–Al at a temperature in the
range of 327–1027°C
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10Al coating at 750°C. The results are compared against the ex-
perimental data for the columnar-grained nanocoating in Fig. 4.
The grain sizes of the columnar grain structure in the nanocoat-
ings were measured on a plane normal to the columnar growth
direction via orientation image microscopy �OIM�. The distribu-
tion of the grain diameter for the as-deposited Fe–18Cr–8Ni–10Al
nanocoating is presented in Fig. 5. The corresponding mean diam-
eter is 1.23 �m with a standard deviation of 0.43 �m. The the-
oretical calculation indicates that very little grain growth occurs in
the columnar microstructure at 750°C, which is in agreement with
the experimental data. In contrast, substantial grain growth occurs
in an equiaxed microstructure. The different grain growth kinetics
are due to the large difference in the activation energy for grain
growth, which is 404 kJ/mol �29� for columnar grain structure and
245 kJ/mol for the equiaxed grain microstructure �29�.

To understand the high activation energy for the columnar grain
structure, OIM was also utilized to characterize the grain orienta-
tion and the grain boundary characters in the Fe–Cr–Ni–Al nano-
coatings. Figure 6 shows the color-coded orientation map for the
as-processed Fe–18Cr–8Ni–10Al coating, which shows a random
distribution of grain orientations. In contrast, the grain boundaries
in the columnar structure are mostly low-angle boundaries with
49% of the grain boundaries having less than a 15 deg disorien-
tation angle. Figure 7 shows that about 39% of the grain bound-
aries are disoriented by 4 deg or less. The distribution is fairly
uniform at disorientation angles higher than 4 deg. The higher
activation energy for grain growth in the columnar structure ap-
pears to be the result of the presence of a large fraction �about
50%� of low-angle boundaries �	15% disorientation� in the mi-
crostructure. Thus, a key to maintain a fine-grained structure that

resists grain growth is to have a high population of low-angle
grain boundaries in the nanocoatings. On the contrary, a high
population of high-angle grain boundaries may lower the activa-
tion energy for grain growth and promote grain coarsening.

2.2 Sintering Modeling. Connected grain boundary pores are
undesirable in coatings because they promote internal oxidation
by providing access of oxygen to interior grains. The experimental
data indicated the presence of voids and gaps between columnar
grains in the as-deposited magnetron-sputtered nanocoatings. The
volume fractions of voids ranged from 10% in the as-processed
condition to about 2% after cyclic oxidation at 750°C for 1500
one-hour cycles �Fig. 8�. The decrease in void density was the
result of sintering after high-temperature exposure.

An existing sintering model was utilized to compute the linear
shrinkage rate �
L /L� according to Ref. �30�


L

L
= �15a4

r4

D�s

kT
�1/3

t1/3 �4�

where D is self-diffusion coefficient, �s is surface energy, r is
grain radius, a is lattice parameter, t is time, and k is Boltzmann’s
constant. The relative density is given in terms of the linear
shrinkage rate �30� as

� = �i�1 −

L

L
�−3

�5�

where �i is the initial density.

Fig. 2 Computed pseudoternary phase diagrams for Fe–Cr–Ni–Al alloys at 727°C: „a… 1 wt % Al, „b…
3 wt % Al, „c… 6 wt % Al, and „d… 10 wt % Al
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Using Eqs. �4� and �5�, the relative density was computed as a
function of time for Fe–Cr–Ni–Al nanocoatings and the results are
compared against the experimental data in Fig. 8. The as-coated
Fe–18Cr–8Ni–10Al coating was about 90% dense but the relative
density increased with increasing times cyclic oxidation to almost
98% dense after about 1373 h of thermal exposure at 750°C. The
model prediction is in good agreement with the experimental data.
The presence of pores in the coating allows oxygen penetrations

and internal oxidation deep inside the nanocoatings. To eliminate
oxygen penetration through connected pores, the grain boundary
pores must be eliminated or sealed off from the interior grains.
The sintering model was utilized to estimate the time required to
eliminate the pores. The results indicate that the initial density of
the as-fabricated coating must be greater than 98% dense �i.e., less
than 2% porosity� in order to eliminate all pores in less than 45 h

Fig. 3 Computed pseudoternary phase diagrams for Fe–Cr–Ni–Al alloys with 10 wt % Al for various
temperatures: „a… 427°C, „b… 527°C, „c… 627°C, and „d… 827°C
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Fig. 4 Predicted grain growth kinetics using the activated en-
ergy values for equiaxed and columnar grain structures com-
pared with experimental data for Fe–18Cr–8Ni–10Al nanocoat-
ings with a columnar grain structure at 750°C

Fig. 5 Grain diameter distribution for Fe–18Cr–8Ni–10Al nano-
coating in the as-coated condition
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at 750°C. The sintering time increases to 320 h at an initial rela-
tive density of 95%. Unlike ceramic coatings, the strain compli-
ance of the metallic nanocoatings is not expected to decrease after
sintering to achieve full density since the nanocoatings are inher-
ently ductile.

2.3 Interface Toughness. The adhesion and spallation char-
acteristics of the as-deposited nanocoatings were investigated by
performed indentation tests using the Rockwell C indenter at
150 kg load. Indentation usually resulted in the formation of a
circular indent of radius rp and a debonded zone of radius rd, as
illustrated in Fig. 9. Results of rp and rd for various nanocoatings
were measured and the ratios of rd /rp are summarized in Table 1.
The ratios of rd /rp can be utilized to compute the interface tough-
ness �elastic strain energy release rate� during steady-state inter-
face debonding under indentation. Using an established procedure
described by Drory and Hutchinson �31�, the interface toughness
values for Fe–20Cr–8Ni–10Al nanocoatings and the preliminary
results were presented in Table 1. In general, the interface tough-
ness of the Fe–20Cr–8Ni–10Al nanocoatings are in the
52–366 J /m2 range, which are quite high compared with typical
values of less than 1–10 J /m2 for brittle coatings �32� but are
consistent with 14–215 J /m2 for ductile W/Cu coatings �32�.

2.4 Interdiffusion Between Coating and Substrate. The mi-
crostructural stability of a coating on a particular substrate during
long-term high-temperature exposures was evaluated by perform-
ing interdiffusion computation treating the coating and the sub-
strate as a diffusion couple. As illustrated in Fig. 10, the coating
was taken to be 30 �m on top of a substrate that is considered to
be much thicker than the coating. For the purpose of minimizing
the computation times, the substrate thickness was taken to be
150 �m. Interdiffusion computation was performed using DICTRA

24 �16� with TCFE5 �15� thermodynamic database and MOB2
mobility database. In these computations, only interdiffusion dif-
fusion due to chemical gradients was considered, but outward
diffusion due to oxidation was ignored.

Fig. 6 Colored–coded orientation map for as-coated Fe–18Cr–
8Ni–10Al nanocoating on 304 stainless steel substrate

Fig. 7 Distribution of grain boundary disorientation deter-
mined by EBSD for as-coated Fe–18Cr–8Ni–10Al nanocoating
on 304 stainless steel substrate
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Fig. 8 Theoretical relative density based on the sintering
model compared with the experimental data of Fe–18Cr–8Ni–
10Al coating on Fe–18Cr–8Ni substrate—the initial relative den-
sity of the as-processed coating must be greater than 98% in
order to achieve the full density in less than 45 h of exposure at
750°C

Fig. 9 Rockwell C indentation on a Fe–20Cr–8Ni–10Al nano-
coating on Fe–18Cr–8Ni substrate resulted in a circular indent
of radius rp and a cracked/debonded zone of radius rd—the
ratio of rd /rp was utilized to deduce the elastic strain energy
release rate or interface toughness during steady-state inter-
face debonding using the procedure developed by Drory and
Hutchinson †31‡

Table 1 Ratios of rd /rp and interface toughness of Fe–20Cr–
8Ni–10Al nanocoatings processed under various voltage and
ion bombardment conditions

Nanocoating rd /rp

�ss
�J /m2�

DE-1 1.8610.230 109.665.7
DE-2 1.4380.083 365.596.2
DE-3 1.8320.084 104.726.8
DE-4 2.0860.146 52.121.7
DE-5 1.4960.031 294.629.9
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Interdiffusion of Al, Cr, and Ni were computed for Fe–18Cr–
8Ni–10Al coating on Fe–18Cr–8Ni �304SS� substrate at 750°C
for exposure times of 625 h, 825 h, 1250 h, 2500 h, and 8760 h.
Figures 11�a�–11�c� show the concentration profiles for Al, Cr,
and Ni, respectively. The initial Al concentration �dotted line� in
the coating was 10 wt %. Inward diffusion of Al occurred fairly
rapidly and the Al concentration deceased to about 4.1 wt % after
625 h and to 2 wt % after 8760 h �1 year�. Al, Cr, and Ni also
diffused inwardly into the substrate but their concentration files
are more complex, as shown in Figs. 11�b� and 11�c�. The coating
contains mostly � �bcc� with about 10–20 mol % � �fcc�. In
contrast, the substrate is predominantly � �fcc� but the mole frac-
tion of � �bcc� phase increases with time as more Al diffuses
inwardly into the substrate.

For Fe–25Cr–40Ni–10Al on Fe–18Cr–8Ni at 750°C, inward
diffusion of Al, Cr, and Ni into the substrate after 825 h of expo-
sure is presented in Figs. 12�a�–12�c�, respectively. As shown in
Fig. 12�a�, there is some inward diffusion of Al into the substrate
but the rate of Al loss to the substrate is considerably lower com-
pared with coatings with lower Cr and Ni contents. In addition,
Figs. 12�b� and 12�c� indicate that the Cr and Ni loss to the sub-
strate is also lower. The phase fraction results indicate that the
formation of an fcc layer at the coating/substrate interface. This
fcc layer appears to act as a diffusion barrier that limits the inward
diffusion of Al and Cr into the substrate at 750°C.

2.4.1 Comparison of Model Computation Against Experiment.
Limited efforts were also initiated to compare the theoretical com-
putations against the experimental data of Fe–Cr–Ni–Al coatings
produced in a small business technology transfer program �10�. In
this program, Fe–18Cr–8Ni–xAl coatings were investigated at
several Al contents. Without Al additions, Fe–18Cr–8Ni �304 SS�
coating showed the presence of �-phase in the as-deposited and
thermally exposed conditions. The microstructure was predomi-
nantly bcc ferrite and �-phases, as shown in Fig. 13�a�. The
�-phase was suppressed by an Al addition as small as 3 wt % Al.
At 10 wt % Al, Fe–18Cr–8Ni–10Al contained mostly ferrite
�bcc� with small amounts of austenite �fcc� after 990 one-hour
thermal cycles at a peak temperature of 750°C, as shown in Fig.
13�b�. These experimental findings are in agreement with phase
diagram computations obtained via THERMO-CALC

®.
The computed concentration profiles of Al, Cr, and Ni based on

inward diffusion are compared against experimental data from
cyclic oxidation specimens of Fe–18Cr–8Ni–10Al on Fe–18Cr–
8Ni �304 SS� substrate tested at a maximum temperature of
750°C. All chemical compositions were determined by energy-
dispersive X-ray spectroscopy �EDXS�. Figure 14�a� shows a
comparison of the predicted and measured Al profiles in the coat-
ing and in the substrate after 825 h of thermal exposure. In gen-
eral, the predicted Al profile is in good agreement with the ob-
served profile. The Al content in the coating is predicted to
decrease from 10 wt % to 3.7 wt % in the coating. The depth of
the interdiffusion zone is predicted to be about 70 �m. Both pre-
dictions are in excellent agreement with the experimental data as
shown in Fig. 14�a�. The corresponding concentration profiles for
Cr and Ni are compared against the experimental data in Figs.
14�b� and 14�c�, respectively. For both Cr and Ni, the complex

profiles detailed by the computations could not be verified by the
experimental data. On the other hand, the model predictions of
minimal Cr and Ni loss to the substrate by inward diffusion are
confirmed in general.

3 Discussion
The oxidation resistance of an Fe–Cr–Ni–Al coating depends

on the formation of a continuous alumina layer on the coating
surface. A critical Al content in excess of 3–5 wt % is typically
required for continuous alumina formation with the critical value
of the Al content deceasing with increasing grain sizes in the
coating �12,23�. The critical Al content is further decreased to
about 2.5 wt % in micro-alloyed Fe–Ni–Cr–Al alloys by elimi-
nating Ti or V additions �24–26�. An estimate of coating life due
to Al loss by inward diffusion can thus be made by using an Al

Coating Substrate

30 m 150 m

x

Fig. 10 Diffusion couple used in the interdiffusion computa-
tion using DICTRA

Fig. 11 Computed concentration profiles for Fe–18Cr–8Ni–
10Al coating on Fe–18Cr–8Ni substrate after various times of
exposure at 750°C: „a… Al distribution, „b… Cr distribution, and
„c… Ni distribution
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content of 3.5 wt % as the minimum amount required in an
oxidation-resistant Fe–Cr–Ni–Al nanocoating �12,23�. For Fe–
18Cr–8Ni–10Al on Fe–18Cr–8Ni, the Al content in the coating
decreases to less than 3.5 wt % after about 1250 h at 750°C due
to inward diffusion �Fig. 11�a��. For Fe–25Cr–40Ni–10Al on Fe–
18Cr–8Ni, the time to the critical Al content is much larger than
825 h due to the presence of an fcc layer, which acts as a diffusion
barrier, at the coating/substrate interface. This finding is consistent
with a previous study, which showed that for aluminide coatings
on Fe-based substrates, an austenitic substrate acts as a diffusion
barrier to the ingress of Al and slows down the interdiffusion �33�.

The formation of an interdiffusion barrier layer was also ob-

served in aluminide coatings on Fe-based alloys �33,34�. In the
case of aluminide coatings, the interdiffusion barrier layer is com-
prised of a two-phase microstructure containing bcc ferrites and
B2 nickel aluminides �33� or iron aluminides �34�. Thus, the type
of interdiffusion barrier layer formed at the coating/substrate de-
pends on both the coating and substrate.

The loss of Al from Fe–Cr–Ni–Al coatings may render them
susceptible to excessive oxidation resulting from difficulties in
forming a continuous alumina film formation. On the other hand,
the presence of a high Cr content in the coatings may provide
resistance against oxidation and corrosion. Thus, it is worthwhile
to compare the Cr concentration profile against the critical content
for chromia formation. The corrosion resistance of an Fe–Cr–Ni
coating depends on the formation of a continuous chromia layer
on the coating surface. A critical Cr content in excess of 16 wt %
is typically required for continuous chromia formation �35� but
the critical Cr content also depends on the Ni content �36�. For
resistance against type II corrosion, the critical Cr content in ex-
cess of 25 wt % is required �37,38�. An estimate of coating life
due to Cr loss by inward diffusion can be made by using a Cr
content of 16 wt % �or 25 wt %� as the minimum amount re-
quired in a corrosion-resistant Fe–Cr–Ni coating. For Fe–18Cr–
8Ni–10Al on Fe–18Cr–8Ni, the critical Cr content of 16 wt % for
Cr2O3 formation and reformation is met in this coating/substrate
system over the time periods considered. For Fe–25Cr–40Ni–
10Al on Fe–18Cr–8Ni, a Cr content of 16 wt % can be main-
tained in the coating after 825 h because of the formation of an fcc
phase diffusion barrier at the coating/substrate interface �Fig.
12�b��. Additional computations to longer time periods are re-
quired to pinpoint the oxidation or corrosion life of this coating.
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Fig. 12 Computed concentration profiles for Fe–25Cr–40Ni–
10Al coating on Fe–18Cr–8Ni „304 SS… substrate after 825 h at
750°C: „a… Al concentration, „b… Cr concentration, and „c… Ni
concentration

2Theta, Degree
40 60 80 100

In
te
ns
ity
,C
ou
nt
s

0

500

1000

1500

2000

2500

KT2-4 (304 SS)
As-deposited

+

+

o
o

+ bcc Fe <06-0696>
o  phase <26-0430>

o

o

o

o
o o o

(a)

2Theta, Degree
40 60 80 100

In
te
ns
ity
,C
ou
nt
s

0

20x103

40x103

60x103

80x103

100x103

+

+o o

KT2-3 (304SS + 10 Al)
990 cycles
750°C
+ bcc Fe <06-0696>
o fcc Ni-Cr <35-1489>

(b)

Fig. 13 XRD patterns of Fe–18Cr–8Ni „304SS… and Fe–18Cr–
8Ni–10Al „304SS+10Al… show the presence of �-phase without
Al addition in 304 SS and the absence of �-phase in Fe–18Cr–
8Ni–10Al with 10 wt % Al addition—these specimens have
been subjected to 990 one-hour thermal cycles at a peak tem-
perature of 750°C
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4 Conclusions
The conclusions reached as the results of the computational

modeling efforts are as follows:

1. Pseudoternary phase diagrams computed via THERMO-CALC
®

software provides detailed information on the constituent
phases in Fe–Cr–Ni–Al alloys at various temperatures.

2. The formation of �-phase in Fe–Cr–Ni–Al alloys is sup-
pressed for Al contents in excess of 4 wt % for temperatures
in the range of 600–1200 K.

3. Grain growth modeling indicated that the columnar-grained

structure observed in Fe–18Cr–8Ni–�4–10�Al nanocoatings
is stable and resistant to grain growth because of a high
activation energy for grain growth due to a low grain bound-
ary energy resulting from a high percentage of low-angle
grain boundaries.

4. Sintering modeling indicated that the initial relative density
of the as-processed coating must be greater than 98% in
order to achieve full density in less than 2 days of thermal
exposure at 750°C.

5. Interface toughness computation indicated that Fe–Cr–
Ni–Al nanocoatings produced by magnetron-sputtering at
SwRI exhibit high interface toughness in the range of
52–366 J /m2.

6. Interdiffusion modeling using the DICTRA software package
indicated that inward diffusion results in Al and Cr losses
from the nanocoating to the substrate during thermal expo-
sure at 750°C.
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A Cyclic Life Prediction Approach
for Directionally Solidified Nickel
Superalloys
The performance of heavy duty gas turbines is closely related to the material capability
of the components of the first turbine stage. In modern gas turbines single crystal (SX)
and directionally solidified (DS) nickel superalloys are applied, which, compared with
their conventionally cast version, hold a higher cyclic life and a significantly improved
creep rupture strength. SX and DS nickel superalloys feature a significant directional
dependence of the material properties. To fully exploit the material capability, the aniso-
tropy needs to be accounted for in both the constitutive and lifing model. In this context,
the paper addresses a cyclic life prediction procedure for DS materials with transverse
isotropic material symmetry. Thereby, the well-known local approaches to fatigue life
prediction of isotropic materials under uniaxial loading are extended toward materials
with transverse isotropic properties under multiaxial load conditions. As part of the
proposed methodology, a Hill type function is utilized for describing the anisotropic
failure behavior. The coefficients of the Hill surface are determined from the actual
multiaxial loading, material symmetry, and anisotropic fatigue strength of the material.
In this paper we first characterize the anisotropy of DS superalloys. We then present the
general mathematical framework of the proposed lifing procedure. Later we discuss a
validation of the cyclic life model by comparing the measured and predicted fatigue lives
of the test specimens. Finally, the proposed method is applied to the cyclic life prediction
of a gas turbine blade. �DOI: 10.1115/1.3205027�

1 Introduction
Improvements in the performance parameters of modern heavy

duty gas turbines for electric power generation are driven by the
cooling technology �1�, as well as the material capability espe-
cially for the first turbine stage. In this context, directionally so-
lidified �DS� nickel superalloys were developed for achieving a
high fatigue resistance and large creep rupture strength by elimi-
nating the grain boundaries perpendicular to the primary load di-
rection. Moreover, DS turbine blades have a better defect toler-
ance than single crystal �SX� components �2�. Therefore DS alloys
are applied especially for large parts under pronounced rotational
loading.

The advanced material capability of DS alloys can only been
fully exploited in the design of components when both the consti-
tutive model and life prediction methods appropriately account for
the anisotropy of the material. In this context, this paper addresses
the procedure for anisotropic cyclic life assessment of DS mate-
rials under multiaxial load conditions. Depending on the applica-
tion, the constitutive anisotropic models, which are not described
here, are either based on linear elasticity with an anisotropic Neu-
ber correction �3� or an anisotropic unified viscoplastic model �4�.

The physical mechanisms of deformation, fatigue, and fracture
have been under intensive investigation for many years. As a re-
sult, several cyclic damage models for special types of failure
mechanisms and for specific classes of materials have been pro-
posed �5–9�. However, up to date, there is no general, mechanism
based damage model, which addresses the most important damage
modes such as fatigue, creep, oxidation, and their interactions in a
consistent manner. Therefore, for solving complex practical engi-
neering problems, empirical lifetime prediction approaches are

still in widespread use. In fact, it has been found and confirmed by
several researchers that under the assumption of a stabilized load-
ing cycle, a linear relationship on log-log scale is appropriate for
many practical applications to describe the failure of a uniaxial,
cyclic loaded material. In this case, the corresponding uniaxial
failure equations are of the types

Ni = C · ��m �1�

Ni = C · ��m �2�
for the local strain approach �Coffin–Manson equation� and for
the local stress approach �Basquin equation�, respectively �5�.
Thereby, Ni denotes the number of load cycles relating to a suit-
able end-of-life criterion, e.g., crack initiation or rupture. The pa-
rameters C and m are material constants depending on the tem-
perature, hold time, and further characteristics of an equivalent
thermomechanical load cycle. Of course, the parameters C and m
in Eqs. �1� and �2� have different numerical values for the strain
and stress approaches. Nevertheless, we use the same notation for
presentation purpose.

In this paper we propose a generalization of the above equa-
tions for application to cyclic life prediction of DS superalloys
under multiaxial load conditions. After describing the material
symmetry of DS alloys, the mathematical framework of the pro-
posed approach is presented. Later the method is validated by
comparing the prediction with additional test results. Finally, the
application of the anisotropic procedure to lifetime prediction of
gas turbine blades is presented.

2 Anisotropy of Directionally Solidified Materials
Conventionally cast materials develop a polycrystalline micro-

structure, leading to an isotropic material response on the macro-
scale �Fig. 1�. On the contrary, the columnar grain structure of DS
nickel superalloys produces a significant anisotropy in the consti-
tutive and lifing behaviors. Using the definitions in Fig. 1, the
response of the DS alloy is isotropic in the x-y plane, whereas it
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behaves differently in any off-plane direction. In particular, the
creep resistance of the alloy is highest in the z-direction, which,
throughout the paper, denotes the direction of solidification.

Figure 2 shows the direction dependence of the Young’s modu-
lus for a specific temperature. For this purpose the following char-
acteristic directions are introduced:

• longitudinal direction �z-direction, �001�, direction of solidi-
fication�

• transverse direction �any direction in the x-y plane, e.g.,
�100��

• diagonal direction �any direction with an off-plane orienta-
tion of �=45 deg, e.g., �011��

Note that for typical DS superalloys the elastic anisotropy ratio,
i.e., the ratio between the highest and the lowest stiffnesses, ap-
proaches from 1.3 to 1.6, depending on the temperature. Note
further that the linear elastic model of the DS materials �featuring
transverse isotropic material symmetry� is characterized by five
independent elastic constants �for details we refer to the Appendix
A and to the Refs. �10,11��. The elastic properties of Mar-
M247DS have been published in Refs. �12,13�.

The anisotropy of the DS alloys can also be observed in the
fatigue strength properties �Fig. 3�. Considering the cyclic test
results in the longitudinal, transverse, and diagonal directions, a
significant orientation dependence is observed as a function of
temperature and loading. Low cycle fatigue �LCF� properties of
Mar-M247DS have been published in Ref. �14�.

3 The Strain Approach of Cyclic Life Prediction for
DS Materials

For describing the fatigue behavior of DS materials we consider
the fatigue strength in three independent material directions. Typi-
cally, material data are available for the longitudinal, transverse,
and diagonal directions �Fig. 2�. Thus, instead of Eq. �1� for the
local strain approach of isotropic materials being used, the follow-
ing three equations characterize the uniaxial cyclic behavior of the
DS materials

Ni
�k� = Ck · ��k

mk for k = l,t,d �3�

The three pairs of fatigue parameters �Cl ,ml�, �Ct ,mt�, and
�Cd ,md� are determined by uniaxial cyclic tests in the longitudinal
�l�, transverse �t�, and diagonal �d� material directions. Note that
Eq. �3� is sufficient to characterize the fatigue behavior of uniaxial
loading in either of the characteristic directions of the DS materi-
als. However, the fatigue assessment of engineering structures ad-
ditionally requires the following to be accounted for:

• loading in arbitrary directions
• multiaxial load conditions with all possible combinations of

strain tensor components

A mere interpolation of individual experimental data of the dif-
ferent loading directions is not sufficient as this only covers the
uniaxial load state. To account for multiaxiality, the following
procedure is proposed.

3.1 Recovery of the Multiaxial State of Strain. Due to the
Poisson effect, a uniaxial load of the material in direction k pro-
duces a multiaxial state of strain. Therefore, in the case that the
strains are taken as a basis for lifetime prediction �the strain ap-
proach�, the multiaxial strain state produced by a uniaxial load
needs to be determined first. We assume that the loading is pro-
portional, i.e., the ratios of strain components remain constant
along the loading path. Therefore, linear elasticity can be used and
an applied strain ��k in direction k produces the stress

��k = Ek��k �4�
with

1/Ek = Dk:H:Dk �5�
and

Dk = k � k �6�

where Ek denotes the directional stiffness, H is the fourth order
tensor of elastic compliance, and Dk represents the direction ten-
sor produced by the dyadic product of the normalized direction
vector k �for details see Appendix A�. Further, the uniaxial stress
��k in direction k produces the stress tensor ��k=Dk��k. Using
the generalized Hooke’s law ��k=H :��k, the recovered state of
strain due to a uniaxial strain ��k in direction k yields

Fig. 1 Sketches of the microstructure of a conventionally cast
and a directionally solidified material

Fig. 2 Anisotropic Young’s modulus of the DS materials

Fig. 3 Example for anisotropy of cyclic strength data of the DS
material at elevated temperature
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��k = H:DkEk��k �7�

For the load ratio rk, we obtain

rk =
��k

��k
= H:DkEk �8�

Note that rk depends on the elastic constants. Therefore it may
slightly change with temperature.

3.2 Generalization of the Uniaxial Strain Approach. For
the generalization of the uniaxial strain approach in Eq. �1� the
three uniaxial equations �Eq. �3�� are replaced by the general mul-
tiaxial formulation

Ni = C · fH���,F�m �9�

where

fH
2 ���,F� = q�

TF �10�

denotes the square of the Hill equivalent strain function. For DS
materials featuring transverse isotropic material symmetry with
the z-direction as the direction of solidification �Fig. 1�, we obtain

q�
TF = ���yy − �zz�2 + ��zz − �xx�2 + 2�xy

2

��xx − �yy�2 + 4�xy
2

2��yz
2 + �zx

2 �
�

T

�F

H

L
� �11�

Note that Eq. �11� involves the three independent Hill parameters
F= �F ,H ,L�T. For details on the Hill function for different mate-
rial symmetries see Ref. �11�.

Obviously, for uniaxial loadings ��k in one of the characteristic
directions k, the general multiaxial approach �Eq. �9�� and the
uniaxial formulation �Eq. �3�� have to predict the same number of
cycles to failure. Therefore, the following three equations hold

Cl · ��l
ml = C · fH���l,F�m

Ct · ��t
mt = C · fH���t,F�m �12�

Cd · ��d
md = C · fH���d,F�m

where ��k �k= l , t ,d� denotes the recovered strain tensor compo-
nents produced by ��k in the longitudinal �l�, transverse �t�, and
diagonal �d� directions. Further, without loss of generality, the
longitudinal direction k= l can be used as reference. Thus, with
C=Cl and m=ml, we obtain the three conditions

Ck · ��k
mk = Cl · fH���k,F�ml for k = l,t,d �13�

to describe the three Hill parameters F= �F ,H ,L�T.
We now consider the Hill function fH on the right side of Eq.

�13� and replace the strain tensor ��k by the load ratio rk accord-
ing to Eq. �8� as

fH
2 ���k,F� = fH

2 �rk,F� · ���k�2 �14�

to obtain

fH
2 ���k,F� = �k

TF · ���k�2 �15�

with

�k
T = ��ryy − rzz�2 + �rzz − rxx�2 + 2rxy

2

�rxx − ryy�2 + 4rxy
2

2�ryz
2 + rzx

2 �
�

T

�16�

Combining the above formulations with Eq. �13� and after squar-
ing the results in

Ck
2 · ���k�2mk = Cl

2 · ��k
TF�ml · ���k�2ml �17�

we obtain

�Ck

Cl
�2

· ��k
2�mk−ml� = ��k

TF�ml �18�

We now eliminate ��k by assuming that the actual multiaxial load
�� computed by finite element analysis produces the same dam-
age as a uniaxial load of the same Hill equivalent strain in either
of the characteristic directions, that is

fH���,F� = fH���k,F� for k = l,t,d �19�
Using Eqs. �11� and �15� immediately gives

��k
2 =

q�
TF

�k
TF

�20�

Finally, with Eq. �18� we arrive at the following governing equa-
tions for the unknown Hill parameters

�1�F� ª 1 − ��l
TF�ml = 0

�2�F� ª �Ct

Cl
�2

· �q�
TF�mt−ml − ��t

TF�mt = 0 �21�

�3�F� ª �Cd

Cl
�2

· �q�
TF�md−ml − ��d

TF�md = 0

The Eqs. �21� form a nonlinear algebraic system of three equa-
tions for the three unknown Hill parameters F= �F ,H ,L�T. The
system is iterated with a standard Newton method. Details are
given below. After iteration for the Hill parameters, the number of
cycles to failure is evaluated by

Ni = Cl · fH���,F�ml �22�

where fH��� ,F� is defined by Eqs. �10� and �11�.

4 The Stress Approach of Cyclic Life Prediction for
DS Materials

The stress approach to cyclic life prediction is greatly simpli-
fied by the fact that no material model is required for recovering
the multiaxial state of load. Indeed, a uniaxial stress ��k in direc-
tion k produces the stress tensor components

��k = rk��k �23�

where the load ratio rk is determined by

rk = ��k/	��k:��k = Dk �24�

and Dk is defined according to Eq. �6�. Further, in the Hill func-
tion, we now apply the stress components to give

q�
TF = ���yy − �zz�2 + ��zz − �xx�2 + 2�xy

2

��xx − �yy�2 + 4�xy
2

2��yz
2 + �zx

2 �
�

T

�F

H

L
� �25�

Finally, the governing equations for the multiaxial failure surface
of the stress approach read

��F� ª �Ck

Cl
�2

· �q�
TF�mk−ml − ��k

TF�mk = 0 �26�

After iteration for the Hill parameters the number of cycles to
failure for the stress approach is obtained by

Ni = Cl · fH���,F�ml �27�

4.1 Remarks

1. The above governing equations for iterating the Hill param-
eters �Eqs. �21� and �26�� are general and can be applied for
any suitable combination of independent material directions
k. Of course, for the sake of stability and accuracy of the
numerical procedure, the angle between the applied direc-
tions should be as large as possible.
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2. For the stress approach the components of �k are indepen-
dent of the material model. Using the longitudinal kl
= �0,0 ,1�T, transverse, kt= �0,1 ,0�T, and diagonal kd

= �0,1 / 	2,1 / 	2�T directions, we immediately obtain �l

= �2,0 ,0�T, �t= �1,1 ,0�T, and �d=� 1
4 , 1

4 , 1
2
�T. Note that for

the strain approach, the components of �k depend on the
elastic constants �see Eqs. �8� and �16��.

3. In case of ml=mt=md the anisotropy of fatigue strength is
independent of the load level. If one of the fatigue exponents
is different, different failure surfaces occur at different load
levels.

4. The governing equations �Eqs. �21� and �26�� for DS mate-
rials contain the well-known cyclic life prediction ap-
proaches for isotropic materials when using Cl=Ct=Cd and
ml=mt=md. Further, the equations include the uniaxial for-
mulations �Eqs. �1� and �2�� when using uniaxial load
conditions.

5 Details of Implementation
The implementation of the proposed procedure in a cyclic life

prediction tool implies the following steps:

1. Calculate the loading ��� for the strain approach or �� for
the stress approach� by using a �linear or nonlinear� finite
element analysis and determine the load vectors q� and q�
according to Eqs. �11� and �25�.

2. Obtain the three pairs of fatigue parameters �Ck ,mk� from
the material testing in three independent material directions.

3. Determine the load ratio rk for the three independent mate-
rial directions according to Eqs. �8� and �24� and calculate
the corresponding vectors �k according to Eq. �16�.

4. Iterate Eqs. �21� and �26� for the unknown Hill parameters.
5. Determine the number of cycles to failure according to Eqs.

�22� and �27�.

A standard Newton method is used to iterate the governing
equations �15�. With the longitudinal direction k= l as reference,
we immediately get

F =
1 − �l2H − �l3L

�l1
�28�

where �li denotes the components of the vector �l. Therefore, we
have only two remaining equations to be solved. In view of the
computer implementation the logarithmic forms

2 · log�Ct /Cl� + �mt − ml� · log�qTF� − mt · log��t
TF� = 0

�29�
2 · log�Cd /Cl� + �md − ml� · log�qTF� − md · log��d

TF� = 0

are used. The corresponding entries of the Jacobian matrix then
become

J11 =
mt − ml

qTF
�q2 −

q1�l2

�l1
� −

mt

�t
TF
��t2 −

�t1�l2

�l1
�

J12 =
mt − ml

qTF
�q3 −

q1�l3

�l1
� −

mt

�t
TF
��t3 −

�t1�l3

�l1
�

�30�

J21 =
md − ml

qTF
�q2 −

q1�l2

�l1
� −

md

�d
TF
��d2 −

�d1�l2

�l1
�

J22 =
md − ml

qTF
�q3 −

q1�l3

�l1
� −

md

�d
TF
��d3 −

�d1�l3

�l1
�

where qi denotes the components of the vector q. Using the lon-
gitudinal, transverse, and diagonal material directions, we have
not experienced numerical problems in solving the nonlinear
equations.

6 Validation

6.1 Uniaxial Loading in Different Directions. For validation
of the proposed procedure we first consider the predicted cyclic
life of uniaxial specimens in different loading directions �Fig. 4�.
To this end, uniaxial thermomechanical fatigue �TMF� tests have
been carried out in the longitudinal ��=0 deg�, diagonal ��
=45 deg�, and transverse ��=90 deg� directions for describing
the anisotropic failure surface of the material. Further, additional
TMF tests in �=25 deg and �=70 deg directions are performed
for comparing the fatigue life predictions for these orientations
with the additional experimental data.

The following procedure has been processed to obtain Fig. 5.

• The fatigue parameters �C� ,m�� have been determined from
TMF tests on different load levels in the following load
directions: longitudinal ��=0 deg�, transverse ��
=90 deg�, diagonal ��=45 deg�, �=25 deg, and �
=70 deg.

• The cyclic life prediction procedure for the strain approach
has been followed on each load level and for each load
angle between 0 deg���90 deg in increments of 1 deg.
To this end, the recovered strain components ��� of the
applied loading ��a �to be used in Eq. �11�� have been
evaluated as function of � by

Fig. 4 Definition of the crystallographic orientation of uniaxial
specimens

Fig. 5 Comparison of predicted and experimental uniaxial test
results for the strain approach
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��� = H:D�E���a

where D�=k� � k� with k�= �sin � , cos � ,0�T, and E� de-
notes the directional stiffness in direction k�.

• The predicted number of cycles to failure is plotted for dif-
ferent load levels together with the results of the additional
TMF tests in one diagram.

Figure 5 shows a good agreement of the predicted and the mea-
sured cyclic life results. Note that for the investigated material the
fatigue resistance is highest for the longitudinal direction, fol-
lowed by the transverse and diagonal directions. Figure 6 presents
the failure surface, i.e., the number of cycles to failure for a con-
stant uniaxially applied strain as function of the orientation.

In addition, Figs. 7 and 8 show the corresponding results for the
stress approach. Note that the shape of the failure surface is dif-
ferent from the strain approach because of the orientation depen-
dence of the strain-stress transformation for the DS materials.

6.2 Notch Specimens. In the second example we compare the
predicted and measured cyclic life of notch specimens. In contrary
to the uniaxial loading in the above case, we now address biaxial
load conditions produced by the notch effect. The load conditions
of the notch specimen tests are listed in Table 1 and illustrated in
Fig. 9, where ��av,notch denotes the average stress and ��av,notch is
the average strain in the notch section.

Figures 10 and 11 show the distributions of axial stress ��33�,
Hill stress, and equivalent �Hill� strain, as well as the predicted
cyclic life. Note that the distributions are axial-symmetric because
the direction of material solidification matches the specimen axis

�Fig. 9�. Note further that because of anisotropy, the maximum
load and therefore the minimum predicted cyclic life occur on the
flank rather than on the ground of the notch.

Figure 12 displays an example of a strain-stress hysteresis for
the first and tenth �stabilized� load cycle predicted by an aniso-
tropic viscoplastic constitutive law �for details see Ref. �4��.

Table 2 shows the predicted cyclic life �strain approach� when
using the isotropic lifing approach either with transverse or longi-
tudinal material data as well as the results of the proposed aniso-
tropic lifing procedure.

Table 3 then compares the test results with the predicted cyclic

Fig. 6 Cycles to failure „failure surface… for constant strain in
logarithmic scale

Fig. 7 Comparison of predicted and experimental uniaxial test
results for the stress approach

Fig. 8 Cycles to failure „failure surface… for constant stress in
logarithmic scale

Table 1 Test conditions and measured cyclic life of notch
specimen testing

Load conditions Load levels Measured cyclic life

LCF, R�=−1,
load controlled

��av,notch=400 MPa
T=1000°C 616

LCF, R�=−1,
load controlled

��av,notch=460 MPa
T=1000°C 313

TMF, R�=−1,
displ. controlled

��av,notch=0.45%,
T=400–1000°C 612

TMF, R�=−1,
displ. controlled

��av,notch=0.55%,
T=400–1000°C 252

Fig. 9 Details on notch specimen testing

Fig. 10 Axial stress range and Hill stress
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life using the anisotropic procedure. Note that the predictions and
measurements are close. Note further that under the investigated
conditions the prediction tends to give conservative results.

7 Application to Turbine Components
The anisotropic procedure for cyclic life prediction of the DS

materials has been implemented in a lifetime analysis tool. The
tool is applied as postprocess after the finite element analysis of
the turbine components. The lifing process is therefore character-
ized �Fig. 13� as follows:

1. A heat transfer analysis evaluates the metal temperature of
the part.

2. A structural analysis �based on either nonlinear or linear
constitutive models� calculates the stress or strain ampli-
tudes.

3. A lifetime analysis tool predicts the cyclic life of the
component.

Note that the cyclic life analysis is performed as a postprocess-
ing step after the structural analysis, i.e., in the current version of
the tool the fatigue damage is not considered in the constitutive
model �as done in classical continuum damage mechanics �16��.
As an advantage of this simple procedure the cyclic life analysis is
fast and additional iterations with the finite element model due to
fatigue damage evolution are avoided. For most practical applica-
tions this approach gives results with sufficient accuracy.

As an example, Fig. 14 shows the metal temperature, Hill
equivalent mechanical strain, and predicted cyclic life using the
proposed anisotropic lifing approach. In addition, a specific loca-
tion has been selected for presenting typical results of lifetime
prediction for the stress and strain approaches �Table 4�. For com-
mon details on turbine blade analysis, we refer to Refs. �17,18�
among others.

8 Summary
A cyclic life prediction procedure for DS alloys with transverse

isotropic material symmetry has been presented. Therefore, the
well-known strain and stress based cyclic lifing approaches for
isotropic materials have been extended toward materials with
transverse isotropy as it occurs, e.g., in directionally solidified
nickel superalloys.

The described mathematical framework is consistent, i.e., the
isotropic and uniaxial lifing approaches are inherently included
when using isotropic fatigue strength properties and uniaxial load
conditions. The implementation of the anisotropic lifing approach
is straightforward. The proposed method is applied to lifetime
prediction of turbine components made of DS alloys. Thus, the
benefit of using DS material in turbine design is exploited by
considering the anisotropy of the material in the lifing procedure.

Fig. 11 Hill equivalent mechical strain and predicted number
of cycles to failure

Fig. 12 Predicted first and stabilized tenth load cycles

Table 2 Predicted cyclic life using isotropic and anisotropic
procedures „strain approach…

Load case
Isotropic with
transverse data

Isotropic with
longitudinal data

Anisotropic
procedure

LCF: 400 MPa 202 421 520
LCF: 460 MPa 95 234 286
TMF: 0.45% 167 362 454
TMF: 0.55% 61 174 232

Table 3 Predicted cyclic life using the anisotropic procedure
and test results

Load case Predicted life in load cycles Test results in load cycles

LCF: 400 MPa 520 616
LCF: 460 MPa 286 313
TMF: 0.45% 454 612
TMF: 0.55% 232 252

Fig. 13 Lifetime prediction analysis

Fig. 14 Example of application to turbine components

Table 4 Specific results for strain and stress approaches

Strain approach Stress approach

Load tensor
components
�%�/�MPa�


− 0.18 0 − 0.10

0 − 0.05 0

− 0.10 0 0.42
� 
 120 0 − 120

0 305 0

− 120 0 705
�

Equivalent load ��Hill=0.462% ��Hill=609 MPa
��Mises=0.548% ��Mises=558 MPa

Hill parameters F=0.257 F=0.500
H=2.226 H=1.636
L=6.551 L=2.224

Predicted cyclic life N�=11.8	106 N�=9.7	106
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Nomenclature
LCF 
 low cycles fatigue

� 
 strain tensor
��k 
 applied uniaxial strain range in direction k
��k 
 strain tensor produced by ��k
��k 
 applied uniaxial stress range in direction k
��k 
 stress tensor produced by ��k, ��k=Dk��k

Ck ,mk 
 fatigue parameters for direction k
Dk 
 direction tensor, Dk=k � k

k 
 normalized direction vector
fH 
 Hill function
F 
 Hill parameters, F= �F ,H ,L�T

H 
 tensor of elastic compliance
q� 
 load vector for strain approach
q� 
 load vector for stress approach
T 
 metal temperature

R� ,R� 
 load ratio in the cyclic test, R�=�min /�max, R�

=�min /�max

Subscripts
l 
 longitudinal direction, �001�
t 
 transverse direction, e.g., �100�, �010�
d 
 diagonal direction, e.g., �011�, �101�
k 
 l , t ,d

Further symbols are explained in the text. Throughout the paper
bold symbols denote tensors and vectors. The term “strain” de-
notes the mechanical strain, i.e., the difference between the total
and thermal strains.

Appendix A: Elastic Properties and Directional Stiffness
of DS Materials

A.1 Matrix of Elastic Compliance. For the purpose of pre-
sentation we use the index transformation �x ,y ,z�= � �1,2 ,3�.
Further, the Voigt notation is applied �10�, which transfers the
components of the fourth order tensor H of the elastic compliance
into a 6	6 matrix using

�
H11 H12 H13 H14 H15 H16

H22 H23 H24 H25 H26

H33 H34 H35 H36

S H44 H45 H46

Y H55 H56

M H66

�
= �

H1111 H1122 H1133 2H1123 2H1113 2H1112

H2222 H2233 2H2223 2H2213 2H2212

H3333 2H3323 2H3313 2H3312

S 4H2323 4H2313 4H2312

Y 4H1313 4H1312

M 4H1212

�
Therefore, for transverse isotropy �with z=3 as the reference di-
rection �Fig. 1�� we obtain the following matrix of elastic compli-
ance

�Hij� = �
1/E1 − �12/E1 − �23/E1 0 0 0

1/E1 − �23/E1 0 0 0

1/E3 0 0 0

S 0 1/G23 0 0

Y 1/G23 0

M 2�1 + �12�/E1

�

Note that the five independent material constants E1, E3, G23, �12,
and �23 �Ex, Ez, Gyz, �xy, and �yz, respectively� define the elastic
behavior of the material.

A.2 Directional Stiffness. We assume that k= �k1 ,k2 ,k3�T are
the components of an arbitrary normalized direction vector. Using
Eq. �5�, the stiffness Ek in the direction k is then given by

1/Ek = H11k1
4 + H22k2

4 + H33k3
4 + 2�H23k2

2k3
2 + H13k1

2k3
2 + H12k1

2k2
2�

+ H44k2
2k3

2 + H55k1
2k3

2 + H66k1
2k2

2

Using the back transformation of indices �1,2 ,3�= � �x ,y ,z� we
obtain

1

Ek
=

1

Ex
�kx

4 + ky
4� +

1

Ez
kz

4 +
2

Ex
kx

2ky
2 + � 1

Gyz
− 2

�yz

Ex
��kx

2kz
2 + ky

2kz
2�

In particular with kl= �0,0 ,1�T for the longitudinal direction, kt

= �0,1 ,0�T for the transverse direction, and kd= �0,1 / 	2,1 / 	2�T

for the diagonal direction, we obtain the following directional
stiffness:

El = Ez

Et = Ex

1

Ed
=

1

4
�1 − 2�xy

Ex
+

1

Ey
+

1

Gxy
�
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Overcoming of a Resonance Stall
and the Minimization of
Amplitudes in the Transient
Resonance of a Vibratory
Machine by the Phase Modulation
Method
The present paper elucidates the difficulties faced in the practical implementation of
phase modulation methods in the form that was presented by Wang et al. and in the actual
systems where the motor driving moment is the control value. A more general model,
which takes into consideration the impact of machine vibrations on the rotor angular
velocity, was developed. The modification of the phase modulation method is also pro-
posed. The usefulness of such an approach for shaping the transient resonance of the
machines with an unbalanced rotor is proven by means of a simulation and an
experiment. �DOI: 10.1115/1.3204503�

1 Problem Overview and the Objectives

The system that is shown in Fig. 1 will be considered as the first
one. This figure corresponds to the “half” model of the over-
resonance vibratory machine, e.g., a screen with forcing by means
of two counter-rotating imbalances. The rotor in the rotor-housing
assembly must be accelerated through the natural circular fre-

quency �n=��m0+m� /k before reaching its steady operating
speed as well as during the rundown.

The phenomenon of the excitation of the intensive resonance
vibrations of elastically supported systems, when subjected to har-
monic forcing with the continually changing frequency, consti-
tutes one of the principal problems in the design of vibratory
machines �e.g., screens and concrete mix vibration tables�, vibra-
tion insulation systems of rotor and piston machinery, turbines
with long rotors, etc.

Industrial practice in this regard is currently based upon the
works of Lewis �1� and Kac �2�, who analyzed the resonance
vibration escalation phenomenon on the model of the harmonic
oscillator, which was subjected to harmonic forcing with a fre-
quency linearly variable over time. More recent works �3–5� gen-
erally do not significantly differ as to the methods of problem
formulation. However, the method for integrating the motion
equations is different. Whereas Lewis adopted the constant ampli-
tude of the exciting force, Kac assumed the amplitude propor-
tional to the rpm square, as in the case of the inertial character of
the exciting force.

On the grounds of the vibrations envelope, as determined by
Lewis and Kac, the monograms were developed �6�, serving for
the determination of the maximum amplitudes in the states of
start-up and coasting. However, Michalczyk �7� showed that the
values of the amplitudes, when determined in such a way, for the
coasting were overestimated several times. Michalczyk, as well as
Agranowska and Blechman, provided more accurate estimates for

these amplitudes �7,8�. The reason for the inaccuracy of the solu-
tions of Lewis and Kac is the phenomenon of the strong back
effect of the body vibrations in the resonance on the run of the
unbalanced rotor �7�. In addition, the analysis of the solutions of
Lewis and Kac showed only one method for reducing the maxi-
mum amplitudes: by the angular acceleration increase of the rotor
in the resonance zone, which leads to the application of oversized
and costly motors that display less efficiency in the steady-state
operation.

Most recently several works that discuss the problem of reduc-
ing these amplitudes by various methods have been published
�9,10�. The authors of these respective papers indicate that there is
a possibility of reducing the amplitudes in the transient resonance
by changing the direction of the power flow in the system. This
change can be done by means of the modulation of the angle
between the direction of the machine body mass center velocity
and the direction of the inertial force exerted on it �referred to by
the authors as the “phase angle”� by the rotor angular velocity
control.

The practical usefulness of these works is limited since it is
only possible to directly control the forcing moment and not the
angular velocity. The relation between the angular velocity and
forcing moment is significantly influenced by the additional mo-
ment acting on the rotor due to the movement of the rotor axis.
�Its essence is similar to the phenomenon of excitation or stopping
the pendulum rotary motion by means of the excitation of the
vibration of its axle.� In addition, phase control may constitute an
efficient tool enabling one to overcome the resonance stall of the
driving system, the power of which is selected from the steady-
state operation condition �11�.

The objective of the present paper is the application of the
phase modulation method for the desired shaping of the transient
resonance by means of controlling the rotor driving moment.

2 Design Model
This task requires the building of a model of the system, with

the incorporation of the additional degree of freedom, describing
the rotor angular motion under the influence of the driving mo-
ment as well as the reactions arising from the vibrations of the
machine body.

Manuscript received November 25, 2008; final manuscript received May 27,
2009; published online March 3, 2010. Review conducted by Jaroslaw Szwedowicz.
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The equations for the model �Fig. 1� motion are as follows:

�m0 + m�ẍ + bẋ + kx = �̇2me sin � − �̈me cos � �1a�

J�̈ = M − M0 − ẍme cos � �1b�
It is denoted

− ẍme cos � = Mw �1c�

�̇2me sin � − �̈me cos � = Fx�t� �1d�

The expression Mw �1c�, coupling the equation of the rotor
rotary motion �1b� with the vibratory motion of the body x�t� and
having the sense of the rotary moment will be called, throughout
this paper, as the vibratory moment �12�. In order to picture the
impact of this moment on the motion of the rotor, Fig. 2 shows the
typical behavior of the angular velocity of the unbalanced rotor in
the course of free coasting, following drive disengagement. Curve
a in Fig. 2 corresponds to the system without the vibratory mo-
ment �coasting under the influence of the resistance of motion
Mo�, while curve b in Fig. 2 corresponds to the entire system
�coupled with the body motion by means of Mw�.

The calculations were carried out for the following parameter
values:

m0 = 2700 kg, m = 50 kg, e = 0.085 m,

k = 999,000 N/m, b = 700 N s/m
These charts indicate the essential role exerted by the body

vibrations x�t� on the �̇�t�.

These interactions also appear in the course of the start-up. If
the motor driving moment is too low, they may lead to stopping
the rpm of the rotor at the resonance velocity, wherein the inten-
sification of the vibrations of the body occurs and Mw becomes an
essential braking moment. This phenomenon is shown in Fig. 3,
where curve �a� describes �̇ for the start-up with the induction
motor of an appropriately large driving moment, while curve �b�
illustrates the behavior of a motor that is clearly too weak �11�.

3 Phase Control as the Method for Enabling the Sys-
tem to Overcome the Resonance Stall

The possibility of applying motors with less power is the deci-
sive factor for the efficiency of the system in the steady-state
operation, while the necessity of overcoming the resonance stall
frequently imposes requirements that are larger than the techno-
logical process implementation.

In order to show the usefulness of the method, the phase angle
for the state of the stall will be defined in a way that is slightly
different from what was provided in Refs. �5,10�, where it was
understood as the angle between the vectors of force and velocity.
In the present paper, the phase angle shall be deemed the angle �
of displacing two periodic functions: force Fx�t� �1d� and body
displacement x�t�, where Fx�t� describes forcing in Eq. �1a�.

Under a steady-state condition of the systems, with vibratory
moment assisted coupling, the angular velocity �̇ is not constant
and slightly fluctuates around the average value �AV �12,13�

�̇ = �AV + �2 cos�2�� + �4 cos�4�� + �6 cos�6�� + ¯ �2�

where the distribution factors �i are expressed by means of ellip-
tic integrals

�AV =
�min

2�
�

0

2�
d�

�1 − C cos2 �

�2 =
�min

2�
�

0

2�
cos 2�d�

�1 − C cos2 �
�3�

�4,�6 � �2 � �AV

where

C =
m2e2

J�m0 + m�
This phenomenon accounts for a sinusoidal variation in the an-

gular velocity with circular frequency 2�AV, as seen in Figs. 2 and

Fig. 1 Calculation model; assumption for the model „a… rigid-
rotor and rigid bearings producing the first rotor critical speed
�n that is substantially below a running speed and „b… one di-
rection motion for the housing

Fig. 2 The impact of the vibratory moment on the free run-
down that was obtained by the numerical solution of Eq. „1… for
M=0; curve a: system without a vibratory moment and curve b:
system with a vibratory moment

Fig. 3 The impact of the vibratory moment on the occurrence
of the resonance stall during start-up „obtained for the numeri-
cal solution of Eq. „1… for curve a: M>M0−Mw and curve b: M
<M0−Mw…
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3. The low-frequency oscillation, as seen in the simulation results
of curve b in Fig. 3, will be discussed hereinafter in the present
section.

Due to the small and rapidly decreasing value of the coeffi-
cients in the trigonometric functions, there will be a limit, in the
first approach, to the approximated form of the integral of Eq.
�1b�: �̇AV=�AV �with an unknown value� and in combining it
with Eq. �1a�, its particular integral will be determined

x��t� = A sin��AVt + �� �4�
where

A =

m

m0 + m
e��AV

�n
�2

�	1 − ��AV

�n
�2
2

+ �b�AV

k
�2

�5�

�n =� k

m0 + m
�6�

tg� =

b

k
�AV

��AV

�n
�2

− 1

, � � �− �,0� �7�

In this solution, the values of �AV and amplitude A—dependent
on them—are not known. In order to determine value A, the equa-

tion of the balance of energy that is delivered and dissipated by
the vibrating system for the period of vibrations will be used

2��M − M0� = �A2b�AV �8�

where M and Mo may—in general—constitute the functions �AV,
hence

A =�2�M − M0�
b�AV

�9�

If M −Mo can be treated as constant near the resonance fre-
quency, then equating Eqs. �5� and �9� deliver the equation in the
form of Eq. �10a� allowing one to arrive at the �AV

b

�n
4

m2e2

�m0 + m�2�AV
5 −

2�M − M0�
�n

4 �AV
4 + � 2

�n
2 −

b2

k2�
�2�M − M0��AV

2 − 2�M − M0� = 0 �10a�
In the case of natural attenuation arising from the deflection of

the system support �without additional attenuation units attached�

b =
	k

2��

where

Fig. 4 Resonance stall „obtained from numerical calculations…; „a… body vibrations and „b… motor angular velocity

Fig. 5 Overcoming resonance stall „obtained from numerical calculations…; „a… vibrations of machine body and „b… angular
velocity of motor; A is the motor disengagement instant and B is the motor engagement instant
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	 =
energy dissipated per cycle

maximum amount of energy stored during a cycle

where b is an equivalent viscous damping coefficient, ensuring the
equivalence of the energy losses in a linear system and in a system
with hysteric damping for a vibration period.

Therefore

b2

k2 =
	2k2

4�2�n
2

1

k2 =
	2

4�2�n
2 �10b�

for the typical elastic elements 	
0.5 �7�, which leads to the
inequality 2 /�n

2�b2 /k2. Similarly, M �Mo, which entirely en-
sures the sequence of signs of the coefficients of Eq. �10a� to be
compliant with the form of this equation.

Then, the Cartesian rule provides that Eq. �10a� has either one
or three positive radicals, whereas a physical analysis of the phe-
nomenon shows that the first and third radicals correspond to the
stable states, and the second one to the unstable state. The sought
after stall frequency corresponds to the lowest radical, if there are
three of them �if Eq. �10a� has only one radical, a stall does not
occur�. This allows one to present the approximated particular
integral �4� of Eq. �1a�.

Then, in the stall state, the vibratory moment appearing in Eq.
�1b� is expressed by the relation

Mw = − meẍ cos � = meA�AV
2 sin��AVt + ��cos��AVt� �11�

Taking into consideration the mean value of the vibratory mo-
ment for the period of motion T, yields

MwAV =
1

T�0

T

Mw�t�dt =
�AV

2�
��

0

2�/�AV

meA�AV
2 sin��AVt

+ ��cos��AVt�dt =
�AV

3meA

2�
��

0

2�/�AV

sin��AVt

+ ��cos �AVtdt =
�AV

2meA

2
sin � �12�

In the stall state, the body of the machine performs high ampli-
tude vibrations with a frequency corresponding to the system
natural frequency. This vibration is excited through the resonance
phenomenon, while the motor driving moment is used for its sus-
tainment �balancing Mo−MwAV�. A fast transition of the rotor to a
position different than the steady-state by +� or −� �with the
restoration of the previous value of an angular velocity� is pos-
sible to be done by means of the binary control of the motor with
the use of a high moment value. Then, the phase angle between
the vibrating motion of the body and the vibrator force will also

change with this value, as the body �similarly to the resonance
escalation of vibrations� requires time for changing its motion.

As can be seen in Eq. �12�, the vibratory moment will then
change its sign. This means the change in the direction of a power
flow in the system, which will start flowing in the opposite direc-
tion, in turn collecting the energy of the motion of the vibrating
body, which will thereby lead to the reduction in the amplitude of
the body vibrations. This allows for, after the restoration of the
previous value of a driving moment, an easy passage of the sys-
tem through the resonance zone �small value of the vibratory mo-
ment�.

Forcing and maintaining the appropriate phase angle in the sys-
tem are difficult to implement and require both an advanced mea-
suring system and a sophisticated motor control system. A much
simpler way that is capable of being used in industrial applications
is the control method involving the use of changes of the phase
angle in the system that naturally occur near the resonance fre-
quency of the system.

The period of the oscillation of the phase angle may be arrived
at by calculating the “coefficient of elasticity” of the vibratory
moment

Ko =
dMwAV

d�
=

�n
2meA

2
cos � �13�

In the case of the subresonance stall of the slightly attenuated
system �typical situation�, the average value of the angle
�—slightly negative, allows for the adoption of the approximation
of cos ��1, which gives the possibility of estimating the oscilla-
tion frequency of the angular velocity of the system as

Fig. 6 View and scheme of the experimental stand; 1 is the vibratory machine body, 2 is the
vibrator with constant unbalancing, 3 is the electric motor „three-phase, asynchronous, and
slip ring…, 4 is the changeover switch „left; stop-right…, 5 is the yoke clutch, 6 is the body
suspension, 7 is the vibration detector, and 8 is the HP logger

Fig. 7 Machine body vibrations—full cycle of a machine mo-
tion „the result of the experiment…. Start-up and stall in the
resonance and passing through the stall zone as a result of the
applied motor control.
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�� ���Ko�
J

= �n�meA

2J
�14�

The use of the self-acting changes of the phase angle involves
the deactivation and activation of the motor at the appropriate
time instant. It should be highlighted here that the phenomenon of
the phase angle change is a low-speed phenomenon compared
with the vibrations performed by the machine body. The period of
oscillations of the phase angle depends on the system parameters
and amounts to 1.6 s for the model examined �curve b in Fig. 3
and Fig. 4�. Relatively slow changes of the phase angle enable the
application of the changeover switch assisted control of the motor
without any concern about the dynamic phenomena occurring
therein.

The theoretical considerations were confirmed by simulations
and experiments. The control system that is being proposed will
be shown in an example of the machine, which is illustrated in
Fig. 1, while the motion equations have the form of Eqs. �1a� and
�1b�.

The selected motor driving moment is lower than the minimum
driving moment, ensuring the passing through of the resonance
zone. When the too-low driving moment is applied, the motor
stalls at frequencies near the natural frequency of the system �Fig.
4�.

If the power of the driving motor is too low it renders it impos-
sible for passing through the resonance zone. During the reso-
nance stall, the angular velocity of the motor oscillates at the
frequency �� around the value corresponding to the frequency of
the natural vibrations of the system, amounting to 19.7 rad/s. Thus

far, the only method that allows the resonance stall to be over-
come was the application of a larger power driving motor.

Using the phenomenon of the change in the energy flow direc-
tion in the vibrator-machine body system, due to the change in the
phase angle, a resonance stall may be overcome by means of a
small power motor �Fig. 5�.

The proposed control involves engaging and disengaging the
motor at the appropriate time. In order for the control to be per-
formed most efficiently, the instant of motor disengagement
should correspond to the instant of collapsing the motor angular
velocity �point A, Fig. 5�b��. The engagement should take place in
half of the first escalating slope of the motor angular velocity
�point B, Fig. 5�b��. The control presented hereby allows a reso-
nance stall to be overcome with the use of the small power motor.
If the deficiency of the motor power is too large, the control pro-
cedure should be repeated several times.

The possibility of overcoming the resonance stall with the use
of a small power motor was confirmed experimentally �Fig. 6�.
The experiment was performed at the experimental stand for vi-
brator’s self-synchronization testing in the Department of Me-
chanics and Vibroacoustics of the University of Science and Tech-
nology, AGH �Krakow, Poland�. During the experiment, the
central driving motor was only used. The driving moment of the
motor was reduced �through the insertion of additional resistors
into the rotor winding� in such a way that the normal start-up of
the equipment was prevented.

During the experiment, the start-up of the machine was per-
formed. Following activation, the motor stalled in the resonance
zone �the resonance vibrations escalated and then became steady�,
and then the motor was disengaged and engaged. As a result of the
control applied, the motor overcame the resonance zone, which
was manifested by decreasing the vibration amplitude and the
increase in their frequency �Fig. 7�. When the times of disengage-
ment and engagement of the motor were wrongly selected �on
purpose�, the motor was unable to pass through the resonance
zone �Fig. 8�.

4 The Use of Impulse-Phase Control for the Minimi-
zation of the Vibration Amplitudes During the Reso-
nance Zone Being Passed Through

The control method that is presented in this paper can be suc-
cessfully used for the reduction in the maximum amplitude of
machine body vibrations during the passing through of the reso-
nance zone. The start-up of the machine performed by the motor

Fig. 8 Machine body vibrations—motor switching inappropri-
ately performed „on purpose…. The system remains in the reso-
nance zone „the result of the experiment….

Fig. 9 Passing through the resonance zone during the vibration machine start-up „obtained from numerical calculations…;
„a… body vibrations and „b… vibrator angular velocity
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without any control �Fig. 9� is adopted to act as the reference
value.

The maximum vibration amplitude during the start-up with a
motor without the control system is equal to 0.0199 m.

The efficiency of the impulse-phase method depends on the
times of the deactivation and reactivation of the driving motor.
The impact of the motor deactivation instant on the value of the
maximum vibration amplitude is shown in Fig. 10. For the system
tested, with a natural frequency of 19.23 rad/s, the best effect is
obtained when the motor deactivation takes place at a motor an-
gular velocity of 17.8 rad/s.

The most advantageous condition used in order to overcome a
stall as well as to decrease a vibration amplitude will be created
when the applied driving torque is added to the maximum positive
mean value of the vibratory torque. This causes a maximum an-
gular acceleration of the vibrator, which—in turn—allows for the
passage of the system through the resonance zone in the most
effective way. As shown in Fig. 11, the instant when the vibratory
torque mean value is at its maximum takes place during the first
increasing slope of the motor angular velocity curve. The applica-
tion of control results in a change in the phase angle, as shown in
Fig. 12.

As a result of applying the phase control in the course of the
start-up, the reduction in the vibration maximum amplitude to the
level of 0.0122 m is achieved. It means that there was 39% reduc-
tion in the vibration maximum amplitude in the course of the

Fig. 10 Dependence of the vibration maximum amplitude on
the motor disengagement instant „obtained from numerical cal-
culations…. The vibration maximum amplitude without any con-
trol was equal to 0.019965 for line “a” and resonance frequency
19.23 rad/s for line “b.”

Fig. 11 Determination of the motor restarting instant. The
maximum mean value of the vibratory moment takes place in
half of the first escalating slope of the motor angular velocity
curve.

Fig. 12 „a… Angular velocity of the vibrator following disengagement of the driving moment „at a
frequency of 19 rad/s… and „b… change in the phase angle „defined in Ref. †10‡… in the resonance zone
as a result of the applied control „obtained from numerical calculations…
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start-up without any control. Figure 13 shows the transition of the
system through the resonance zone for the most advantageous
instant of control.

5 Conclusions

1. Strong coupling occurring in the actual systems between the
machine body vibrations and the rpm of the rotor imposes
the necessity of changing the phase control in relation to
what was proposed in other papers �9,10�. The driving mo-
ment is the control parameter, whose impact on the rotor
angular velocity may only be accessed by means of the sys-
tem analysis with an additional degree of freedom for the
rotor �incorporating the vibratory moment�.

2. The present paper describes the modified version of the
phase modulation method, taking full advantage of the natu-
ral oscillations of the system phase angle. The presented
method provides the possibility of reducing the value of the
maximum amplitude during transient resonance and enables
one to overcome the resonance stall by using a low power
motor.

Nomenclature
Fx � force �N�
Jc � central moment of the inertia of the vi-

brator �kg m2�
J=Jc+me2 � moment of the inertia of the vibrator

�kg m2�
Ko � coefficient of elasticity of the vibratory

moment �N m / rad�
M � motor electromagnetic moment �N m�

M0 � rotary motion resistance moment �N m�.
Usually for the rolling bearings and in-
ertial loading; M0=M0��̇�=c1+c2�̇2,
where c1 and c2 are constants dependent
on the bearing system type, c1 �N m�
and c2 �N m s2�

Mw � vibratory moment �N m�
MwAV � vibratory moment averaged in the period

of oscillation �N m�
b � coefficient of the viscous damping of the

machine support �N s /m�
e � eccentricity �m�

k � coefficient of the elasticity of the body
support �N/m�

m0 � mass of the body �kg�
m � eccentric mass �kg�

x�t� � absolute body displacement �m�
� � absolute rotation angle of the eccentric

mass �rad�
�AV � average value of the vibrator angular

velocity �rad/s�
�n � natural circular frequency of the ma-

chine �n=��m0+m� /k �rad/s�
�min � minimum value of the vibrator angular

velocity in the stationary motion �rad/s�
�� � natural circular frequency of the system:

vibrator-vibratory moment �rad/s�
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An Active Auxiliary Bearing
Control Strategy to Reduce the
Onset of Asynchronous Periodic
Contact Modes in Rotor/Magnetic
Bearing Systems
To prevent rotor/stator contact in a rotor/magnetic bearing system, auxiliary bearings
may be located along the shaft and at the magnetic bearings. Rotor responses after a
contact event may include periodic trapped modes where repeated contact may lead to
highly localized thermal stresses. This paper considers an active auxiliary bearing system
with a control strategy designed to limit the trapped contact modes in a rotor/magnetic
bearing system that are induced by rotor unbalance. The controller is evaluated from a
system model and its responses to short duration contact events. An active auxiliary
bearing model is introduced to the system where the dynamic response of the bearing is
dependent on the controller. From a harmonic decomposition of rotor/bearing contact,
dynamic controllers are sought, which limit the numbers of possible periodic solutions for
a given rotor unbalance and operating speed. A case study is performed considering a
simple two degree of freedom system with passive and active auxiliary bearings. Recov-
ery of a rotor trapped in an asynchronous contact mode is shown with variation of the
auxiliary bearing controller parameters. �DOI: 10.1115/1.3204644�

1 Introduction
During normal operation, the rotor in a rotor/magnetic bearing

system levitates without contact with stator structures. However,
during a fault condition, the rotor orbit may be sufficiently large to
induce rotor/stator contact. Such fault conditions include unex-
pected changes in rotor unbalance, base motion inputs, and power/
sensor system failures. Auxiliary bearings are used to prevent
rotor/stator contact. It is important to assess the rotor response
during and after a contact event since the forces involved together
with high initial slip speeds may lead to significant mechanical
and thermal stresses.

The behavior of a rotor during and after a contact event has
received much attention in the open literature. Responses of a
rigid rotor in two sliding retainer bearings were predicted by
Fumagalli et al. �1�. Circular orbit responses with constant rub
were discussed in Refs. �2,3�. Wang and Noah �4� identified the
steady state rotor responses for a rotor/auxiliary bearing interac-
tion. Backward whirl responses were identified by Bartha �5�. Pe-
riodic responses at subharmonics of the synchronous frequency
were identified in Refs. �6,7�. Chaotic rotor vibration was identi-
fied by Muszynska and Goldman �8�, particularly with looseness
in the system. Cole and Keogh �9� identified synchronous periodic
responses, in which a periodic auxiliary bearing contact occurs,
often referred to as trapped contact modes. Their approach con-
sidered energy conservation during idealized short duration con-
tact events, and the results were compared with previously pub-
lished experimental responses. Rotor drop was considered in Ref.
�10�. A transient response calculation was presented, and rotor
drop responses were evaluated from which the influence of sup-

port damping was assessed. Thermal stresses arising from rotor/
bearing contact were also discussed by Keogh and Yong �11�.

Various control strategies have been presented to recover the
rotor from a trapped contact mode or persistent contact �9,12–14�.
These methods, in general, involve applying synchronous control
signals through the active magnetic bearings, taking account of
amplitude and phase variation in the rotor vibration due to con-
tact. During fault conditions, the limited load capacity of the mag-
netic bearings may not be sufficient to retrieve the rotor from
contact or rub responses. Furthermore, nonlinear system dynamics
may cause instability for linear control strategies. An active aux-
iliary bearing solution may also be sought to reduce rotor/bearing
contact forces. References �15,16� consider an auxiliary bearing
controlled by electromechanical actuators to reduce contact
forces. Ginzinger and Ulbrich �16� used electromechanical actua-
tors to match the position and phase of rotor vibration in order to
minimize contact forces before the onset of a full annular rub.

This paper presents a control strategy for an active auxiliary
bearing. In principle, such systems could be achieved using
piezoelectric/electromagnetic actuation and have been proposed in
the open literature �15,17,18�. The techniques adopted in Ref. �9�
are expanded to consider nonidealized contact events dictated by
the performance of an active auxiliary bearing. From consider-
ation of the dynamic behavior of the rotor during and after a
contact event, control strategies for the active auxiliary bearing
are identified.

2 Rotor Dynamics
The dynamic characteristics of a flexible rotor, operating at a

rotational speed �, can be described by a second order system
with appropriate mass, M, damping, C, gyroscopic, G, and stiff-
ness, K, matrices �19�,

Mq̈ + �C + �G�q̇ + Kq = dd + du + dc �1�

where q is the displacement vector referred to a fixed reference
frame and the effect of gravity can be compensated for using
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appropriate control forces. It can be described in terms of nodal
lateral and angular displacements q= �x1 ,y1 ,�1 ,�1 , . . . ,xN ,
yN ,�N ,�N�T. dd, du, and dc are vectors containing disturbance,
control, and contact forces acting on the rotor, respectively. Rotor
auxiliary bearing contact will occur if the radial displacement of
the rotor, say, at node j, equals or exceeds the clearance gap,

�xj
2 + yj

2�1/2 � cj �2�

The rotor states, q, can be converted to a synchronously rotat-
ing reference frame, with lateral and angular displacements given
by r= �u1 ,v1 ,�1 ,�1 , . . . ,uN ,vN ,�N ,�N�T, using a transformation
q=Tr, where

T = Ir
TSIr, S = �cos��t + �� − sin��t + ��

sin��t + �� cos��t + �� � �3�

with Ir= �I ,I , . . . ,I� being a 2�4N matrix of adjacent 2
�2 unit matrices. It therefore follows that the rotor dynamics
governed by Eq. �1� can be converted to a synchronously rotating
reference frame as

M�r̈ + C�ṙ + K�r = fd + fu + D �4�
where

fd = TTdd, fu = TTdu, D = TTdc �5�
and

M� = TTMT

C� = 2�TTMT̂ + TT�C + �G�T

K� = − �2M� + �TT�C + �G�T̂ + TTKT �6�

T̂ = Ir
TRSIr

R = �0 − 1

1 0
�

The synchronously rotating frame lateral and rotational dis-
placements can be extracted from r and converted to a complex
notation using the transformation r=Tcz, where z= �u1+ iv1 ,�1
+ i�1 , . . . ,uN+ ivN ,�N+ i�N�T. Then,

Mcz̈ + Ccż + Kcz = Tc
Tfd + Tc

Tfu + Tc
TD �7�

where

Mc = Tc
TM�Tc, Cc = Tc

TC�Tc, Kc = Tc
TK�Tc �8�

3 Periodic Rotor Contact Dynamics

3.1 Periodic Vibrations. The contact dynamic response of
the rotor may be periodic and persistent. The rotor response de-
pends strongly on the initial conditions of the rotor and bearing,
together with their physical properties. This work considers an
active auxiliary bearing to influence the contact forces. It may be
possible to use the active auxiliary bearing control strategy to
prevent the onset of trapped or persistent contact modes. To un-
derstand the problem, it is advisable to perform an analysis of the
rotor/magnetic bearing/active auxiliary bearing system. The ap-
proach considers a model incorporating a variable duration con-
tact event with a dynamically varying contact force. Since an
active auxiliary bearing can impart energy to the system, an en-
ergy absorption factor is introduced. The energy absorption factor
can be varied to assess whether the auxiliary bearing acts to ab-
sorb or input energy into the system.

If the disturbance force is synchronous with the reference
frame, e.g., rotor unbalance, then steady state solutions for z will
be stationary. Periodic solutions, which correspond to contact
modes, may also exist. The rotor/auxiliary bearing contact force,
D�t�, can be varied and depends on the auxiliary bearing control

strategy used. In general, the rotor/bearing contact force at node j
can be expressed as Dj�t�=−�dn+ idp�, where dn and dp are the
normal and tangential contact force components, respectively. For
periodic contact events, with period �, the rotor contact force at
node j can be expressed in the time domain as

Dj�t� = − �1 + i	� �
k=−





��t − k�� �9�

where ��t� is the radial contact force for a single contact event and
is dependent on the active auxiliary bearing control strategy. In
Eq. �9�, dp=	dn, where 	 is the dry sliding friction. For short
duration events, the friction coefficient is assumed to be constant.
For long duration events or a persistent rub, a dynamic friction
model may also be used. For periodic solutions ��t�=��t−k��,
and ��=2 /� is the frequency between contacts. The complex
rotor displacement, z, can be represented using a complex Fourier
series as

z = �
n=−





�nein��t �10�

Similarly, the rotor/auxiliary bearing contact force can be ex-
pressed as a complex Fourier series,

Dj�t� = − �1 + i	� �
n=−





�nein��t �11�

where the complex Fourier contact force coefficients for periodic
contact events are evaluated from

�n =
��

2
�

0

�

��t�eint/�dt �12�

From Eq. �10�,

ż = �
n=−





in���nein��t, z̈ = �
n=−





− n2��
2�nein��t �13�

Substituting Eqs. �10�, �11�, and �13� into Eq. �7� gives

�
n=−





�− n2��
2Mc + in��Cc + Kc�ein��t

= Tc
Tfu + Tc

Tfd − Tc
T�1 + i	� �

n=−





�nein��t �14�

Now, define

�n���� = �− n2��
2Mc + in��Cc + Kc�−1Tc

T�1 + i	��n �15�

When n=0, which corresponds to the steady state solution, both
contact and rotor unbalance forces are present. It is assumed that
the control forces applied to the rotor by the active magnetic bear-
ing to compensate for rotor unbalance are also stationary in the
rotating reference frame. The steady state deviation of the rotor
due to disturbance and control forces is therefore given by
Kc

−1�Tc
Tfd+Tc

Tfu�. When n�0, only the contact forces are present.
It therefore follows that the complete Fourier coefficients of har-
monic rotor displacement are given by

�n = 	�0���� + Kc
−1�Tc

Tfd + Tc
Tfu� , n = 0

�n���� , n � 0

 �16�

The harmonic rotor displacement is therefore dependent on
�n����. Since �n���� is related to �n, then �n is related to the
contact event profile and magnitude given by ��t�.

3.2 Periodic Contact Condition. The rotor displacement
magnitude can be evaluated from a complex rotating reference
plane colocated with the contact plane as
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rj�t� = �uj
2 + v j

2�1/2 �17�
Rotor bearing contact occurs if the condition specified in Eq. �2� is
met. Therefore, for periodic contact events, ri�t�=ri�k��=ci, which
satisfies

zi�k�� = �
n=−





�nein��k� �18�

Since n and k are integer values, then ein��k�=1. Substituting Eq.
�16� for �n into Eq. �18� and rearranging gives

�Tc
Tfd + Tc

Tfu� = Kc
−1�cj − �

n=−





�n����� �19�

�Tc
Tfd+Tc

Tfu� represents the residual rotor synchronous forcing due
to the active magnetic bearing control action and initial rotor un-
balance.

3.3 Energy Loss During Impact. The start time of a contact
event can be defined as t−. Similarly, t+ can be defined as the end
time. The rotor lateral displacement in a synchronously rotating
reference frame can be defined in a complex form as

w = u + iv = �x + iy�e−i��t+�� �20�
where

x = �x1,x2, . . . ,xN�T, y = �y1,y2, . . . ,yN�T

�21�
u = �u1,u2, . . . ,uN�T, v = �v1,v2, . . . ,vN�T

The change in the momentum, �p, of the rotor during a contact
event is related to the contact force and event duration as

�p = �1 + i	�Bc�
t−

t+

��t�dt �22�

where Bc is a distribution matrix used to map the dimension of
��t� to that of w. Since the rotor mass is conserved, only the rotor

velocity changes. The change in the rotor vibrational velocity is
therefore

�ẇ = − �1 + i	�Ml
−1Bc�

t−

t+

��t�dt �23�

where Ml contains the rows and columns of Mc that correspond to
lateral rotor displacements. For harmonic rotor vibrations,

w = �
n=−





�̂nein��t �24�

and

ẇ = �
n=−





in���̂nein��t �25�

where �̂n contains elements of �n that correspond to lateral rotor
displacements. Therefore,

ẇ�t−� = �
n=−





in���̂nein��t−

�26�

ẇ�t+� = �
n=−





in���̂nein��t+ − �1 + i	�Ml
−1Bc�

t−

t+

��t�dt

Table 1 Predicted modeled contact frequencies, ��, and ex-
perimentally determined values †20‡

Rotor angular velocity
�rad/s�

Experimental ��
�rad/s�

Predicted ��
�rad/s�

114.1 240 240.0
115.2 241 241.1
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Fig. 1 Contact mode maps for different auxiliary bearing controller configurations. The
same effective stiffness, kb=1 MN/m, is used for all cases. Effective damping values are „a…
10 N s/m, „b… 50 N s/m, „c… 100 N s/m, and „d… 500 N s/m.
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The total kinetic energy, J, of the rotor during a contact event can
be evaluated from J=Jn+Jp, where Jn and Jp correspond to the
kinetic energy due to motion normal and parallel to the contact
location, respectively. For a passive auxiliary bearing undergoing
a perfectly elastic rotor impact, the vibrational energy of the rotor
before and after the contact event will be identical. However, in
reality a small amount of energy will be lost and can be attributed
to a coefficient of restitution, �. The initial and final rotor energies
in a direction normal to the contact zone, Jn�t−� and Jn�t+�, respec-
tively, can therefore be related as Jn�t+�=�Jn�t−�. For an active
auxiliary bearing, it may be possible for the auxiliary bearing
controller to both absorb energy and input energy into the system.
The relation between initial and final energies for an active aux-
iliary bearing is therefore Jn�t+�=�Jn�t−�, where � is an energy
absorption factor. The kinetic energy of the rotor can be evaluated
from the velocities at the rotor nodes as

J = 1
2 �ẋTMlẋ + ẏTMlẏ� �27�

From Eq. �20�,

ẋ = Re��ẇ + i�w�ei��t+���
�28�

ẏ = Im��ẇ + i�w�ei��t+���

Equation �27� becomes

J = 1
2 �Re��ẇ + i�w�ei��t+���TMl Re��ẇ + i�w�ei��t+����

+ 1
2 �Im��ẇ + i�w�ei��t+���TMl Im��ẇ + i�w�ei��t+����

�29�

It therefore follows that Jn can be evaluated from J as

Jn = 1
2 �Re��ẇ + i�w�ei��t+���TMl Re��ẇ + i�w�ei��t+����

�30�

Since Jn�t+�=�Jn�t−�, solutions can be sought for the equation
Jn�t+�−�Jn�t−�=���� , t− , t+ ,��=0, hence, asynchronous periodic
contact cases. Using Eqs. �30�, �26�, and �24�, it is possible to
show that

����,t−,t+,�� = �P���,t−� + Q���,t−��TMl�P���,t−� + Q���,t−��

− ��P���,t+� + Q���,t+� − K2�TMl�P���,t+�

+ Q���,t+� − K2� �31�

given that
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Fig. 2 Contact mode phase angle in the rotating reference
frame for different unbalance conditions
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Fig. 3 „a… Number of contact modes, M, in the range 0<��<1000 rad/s for different effec-
tive damping terms. Effective stiffness kb=1 MN/m. „b… Number of contact modes, M, in the
range of 0<��<1000 rad/s for different effective stiffness terms. Effective damping cb
=10 N s/m. „c… Minimum contact modes „white… in the range of 0<��<1000 rad/s for dif-
ferent effective damping terms. Effective stiffness kb=1 MN/m. „d… Minimum contact modes
„white… in the range of 0<��<1000 rad/s for different effective stiffness terms. Effective
damping cb=10 N s/m.
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P���,t� = Re� �
n=−





�in�� + i��ei�n��t+�t+�� − 1���n�����
�32�

Q���,t� = Im�cj�Kc
−1 �

n=−





ei�n��t+�t+���
+ Re�cjKc

−1 �
n=−





in��e
i�n��t+�t+���

where

K2 = �1 + i	�Ml
−1Bc�

t−

t+

��t�dt �33�

Periodic contact frequencies can therefore be found by searching
for roots of Eq. �31�. The solution is dependent on the energy
absorption factor, �, contact time and duration, t− and t+− t−, and
the contact force profile ��t�. Since these parameters can be varied
by the choice of active auxiliary bearing control strategy, it may
be possible to design a controller to limit the number of asynchro-
nous periodic contact frequencies for a given operating condition.
Furthermore, it may be possible to vary the auxiliary bearing con-
troller to retrieve the rotor from an asynchronous contact mode.

4 Active Auxiliary Bearing Control Strategy
It is assumed for an active auxiliary bearing that the bearing

displacement is small compared with the clearance gap, and con-
tact occurs between the bearing and rotor when �x�t�2+y�t�2�1/2

=r�t�=cj. An active auxiliary bearing can be configured to provide
effective stiffness and damping forces during rotor/bearing con-
tact, which leads to

��t� = − �1 + i	��Kb�r�t� − cj� + Cb�r�t� − cj�� �34�
where

Kb = 	kb, r�t� − cj � 0

0, otherwise

 �35�

and

Cb = 	cb, r�t� − cj � 0, ṙ�t� � 0

0, otherwise

 �36�

In this paper, the active auxiliary bearing is considered to be a
smart system that can be reconfigured to change the system dy-
namics. The auxiliary bearing is characterized by effective stiff-

ness and damping terms, which are governed by the bearing con-
troller. In reality, to achieve these characteristics, an active system
may be required to provide appropriate control forces during
rotor/bearing contact. In principle, an active auxiliary bearing
could also apply additional forces to the rotor; however, this case
is not considered here.

To reduce the onset of asynchronous periodic contact modes, an
active auxiliary bearing can be configured to operate with the
minimum number of possible contact modes in a specified oper-
ating range. An example may be to avoid specific contact frequen-
cies, such as ��=� in this case, to prevent accumulated thermal
stress associated with rotor/bearing contact forces on the same
locations.

On the detection of a contact mode, it is possible to reconfigure
the controller to change the contact frequency and phase. This
paper considers a control strategy to escape from trapped contact
modes when the steady state response of the rotor could lie within
the clearance gap.

A two stage solution is proposed. An initial variation in the
auxiliary bearing controller is performed to induce forward rub
and to minimize the rotor/auxiliary bearing contact force. Once
forward rub is established, the auxiliary bearing may be reconfig-
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Fig. 4 Rotor orbit within normalized clearance circle: „a… fixed frame and „b… synchronous
rotating frame. The dashed line shows the clearance circle.
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ured to a controller that minimizes the change in phase due to
contact forces. The auxiliary bearing must still provide sufficient
force to prevent rotor/stator contact. This puts a limit on the
choice of auxiliary bearing controllers that may be used.

5 Results and Discussion

5.1 Model Validation. To validate the model, a comparison is
made with experimentally determined results �20�. Tamura et al.
�20� identified four trapped contact modes, each occurring at a
different operating speed. In two cases, �=114.1 rad /s and �
=115.2 rad /s, the contact frequencies are identified. In the other
two cases, �=119.4 rad /s and �=130.9 rad /s, the contact fre-
quency is unidentified. Table 1 shows asynchronous periodic con-
tact frequencies for specific rotor angular velocities along with the
predicted values. The corresponding auxiliary bearing effective
stiffness and damping terms were 1.02 MN/m and 56 N s/m, re-
spectively. A dry sliding friction coefficient of 	=0.3 and an ab-
sorption factor of �=0.99 were used.

5.2 Different Auxiliary Bearing Parameters. A simplified
two degree of freedom rotor model can be used to demonstrate
how the variation in contact event profile and auxiliary bearing
parameters vary the contact modes of a system. The modeled sys-
tem consists of a 6.5 kg rotor supported by two active magnetic
bearings with effective stiffness and damping values of 500 kN/m
and 750 N s/m, respectively. Figures 1�a�–1�d� show maps detail-
ing possible trapped contact modes for different rotor angular fre-
quencies. Variations in the auxiliary bearing effective stiffness and
damping are seen to change the contact modes present in the
system. Figure 2 shows rotor unbalance force and the correspond-
ing trapped contact mode phase angle in the rotating reference
frame for the case when kb=1 MN /m and cb=50 N s /m. In the
case of ��=426 rad /s, unbalance forces below 410 N result in
two possible contact mode phases.

When designing a rotor/magnetic bearing system, it is therefore
possible to consider the number of contact modes present in a
specified operating range. Considering the ranges 0��
�1000 rad /s and 0����1000 rad /s, the number of possible
contact modes that exist is shown in Fig. 3. An active auxiliary
bearing can therefore be used to select controllers that limit the
number of contact modes at each running speed; hence, the con-
trol strategy can be varied to maintain the minimum number of
contact modes as the rotor speed varies. Suitable effective stiff-
ness and damping terms are shown in Figs. 3�c� and 3�d�. It can be
seen that a passive bearing would be unable to offer the minimum
number of contact modes across the whole running speed range.

5.3 Case Study. An active auxiliary bearing system can be
varied not only to minimize the number of possible contact
modes, but also once a contact mode has become established.
Objectives for such action include varying the contact mode fre-
quency, ��, inducing continuous contact �forward whirl�, and ter-
minating the contact mode so the rotor returns to a noncontacting
orbit.

For the case study, a system with auxiliary bearing effective
stiffness and damping terms, kb=100 kN /m and cb=10 N s /m,
and �=0.99 is considered. For this system, an asynchronous pe-
riodic contact mode, ��=1210 rad /s, is present at the operating
speed �=500 rad /s. On detection of the contact mode, variation
in the effective stiffness and damping characteristics of the auxil-
iary bearing can be used to change the rotor response. Three dif-
ferent cases are considered. An unbalance force of 375 N was
chosen to excite the asynchronous periodic contact mode at ��
=1210 rad /s, where the steady state rotor response, if no auxil-
iary bearing was present, is within the clearance circle. Three
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Fig. 6 Rotor orbit within normalized clearance circle: „a… fixed frame and „b… synchronous
rotating frame. After 0.02 s, the controller was changed to induce forward whirl. The dashed
line shows the clearance circle.
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different approaches are considered. The rotor was initially con-
figured to operate in a state of perfect balance before step change
in the unbalance occurring at 0 s.

5.3.1 Case 1. The first case considers the active auxiliary
bearing controller providing effective stiffness and damping of
kb=100 kN /m and cb=10 N s /m, respectively. This is in effect a
passive strategy. Figure 4 shows the rotor orbit in fixed and syn-

chronously rotating reference frames. Then, the rotor is seen to
orbit with periodic contact between the rotor and auxiliary bear-
ing. An analysis of the frequency content of the rotor vibration
�Fig. 5� shows a peak at 1210 rad/s and is consistent with the
predicted contact mode. The dominant peak corresponds with the
time period between successive contacts. The side peaks are asso-
ciated with the transient behavior in the rotor response. Contact
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Fig. 8 Rotor displacement in „a… a fixed and „b… a synchronous rotating reference frame
with the case 1 auxiliary bearing controller. „c… and „d… show the displacement in fixed and
synchronous rotating reference frames with the case 2 auxiliary bearing controller. „e… and
„f… show the displacement in fixed and synchronous rotating reference frames with the case
3 auxiliary bearing controller. The dashed line shows the clearance circle.
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forces and durations are approximately 13 kN and 0.8 ms, respec-
tively.

5.3.2 Case 2. The second case considers the same system with
the same initial auxiliary bearing controller as case 1. On the
detection of a periodic contact mode, the auxiliary bearing con-
troller is reconfigured �after 0.05 s� to provide different effective
stiffness and damping characteristics where the established con-
tact mode contact frequency is not permitted. The modified aux-
iliary bearing effective stiffness and damping terms are kb
=50 kN /m and cb=100 N s /m, respectively. The rotor orbits in
a fixed and synchronously rotating reference frames are shown in
Fig. 6. The modified auxiliary bearing dynamics are seen to re-
duce the rotor/bearing contact force before the rotor enters a for-
ward rub �Fig. 7�.

5.3.3 Case 3. In the third case, once a trapped contact mode is
detected, the auxiliary bearing controller is reconfigured to induce
a forward rub response. The new auxiliary bearing effective stiff-
ness and damping terms are kb=50 kN /m and cb=100 N s /m,
respectively. Once forward rub is established, the auxiliary bear-
ing is reconfigured to add additional damping to the rotor to return
it to an orbit within the clearance circle. The final auxiliary bear-
ing controller is designed with a minimal phase difference be-
tween the steady state noncontacting and the continuing forward
rub rotor responses. Here, the auxiliary bearing controller param-
eters are kb=50 kN /m and cb=1.5 kN s /m and the correspond-
ing phase angle between rotor orbit and unbalance force is 19 deg.

Initially, the rotor enters an asynchronous contact mode. After
0.025 s, the auxiliary bearing is reconfigured to induce the rotor
into the forward rub. Once the forward rub is established, the
auxiliary bearing is again reconfigured, at 0.2 s, to provide suffi-
cient rotor damping to return the rotor to an orbit within the clear-
ance circle. Several more rotor/auxiliary bearing contact events
occur before the rotor settles into a noncontacting steady state
orbit. This response may be caused by transient dynamics excited
by the sudden change in system parameters. Figures 8�a� and 8�b�
show the initial asynchronous contact mode. Figures 8�c� and 8�d�
correspond to the forward rub response. Figures 8�e� and 8�f�
show the rotor orbit within the clearance circle. Figure 9 shows
the rotor/auxiliary bearing contact force. The initial periodic rotor
bearing contact is seen in region 1 �left�. In region 2 �middle�, the
continuous contact force corresponding to the forward rub is

present. The third region �right� shows the rotor returning to an
orbit within the clearance circle, hence, zero contact force. This
approach is seen to initially reduce the rotor/bearing contact
forces before successfully returning the rotor to a contact free
orbit.

6 Conclusions
A method of reducing the onset of asynchronous periodic con-

tact modes in rotor/magnetic bearing auxiliary/bearing systems is
presented. A theoretical method to identify asynchronous periodic
contact modes is used to consider finite duration contact.

An auxiliary bearing controller design is centered on the mini-
mization of the number of possible contact modes at a given op-
erating speed. Furthermore, on the detection of a contact mode,
the auxiliary bearing controller is switched to one that prohibits
the continuation of the contact mode. Results indicate that a two
stage strategy can be used to return the rotor to a noncontact orbit
once a trapped contact mode is established. The strategy initially
reconfigures the auxiliary bearing to induce a forward rub. Once
the forward rub is established, the bearing is reconfigured to in-
crease the damping on the rotor while minimizing the phase dif-
ference between the rotor orbit and the unbalance force vector.
This is shown to return the rotor to an orbit within the clearance
circle.
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Nomenclature
Bc � distribution matrix
cj � rotor/auxiliary bearing clearance gap at node j
D � fixed reference frame rotor contact force vector

dd,u,c � fixed reference frame rotor disturbance, con-
trol, and contact force vector

Dj � rotor/auxiliary bearing contact force at node j
dn,p � rotor/auxiliary bearing contact force normal

and parallel to the contact patch
fd,u � fixed reference frame rotor disturbance and

control force vector
i � �−1
J � rotor kinetic energy
j � nodal index

kb, cb � auxiliary bearing effective stiffness and
damping

k, n � integers
M, C, G, C � fixed reference frame rotor mass, damping,

gyroscopic and stiffness matrices.
Mc, Cc, Kc � rotating reference frame rotor complex mass,

damping, and stiffness matrices
M�, C�, K� � rotating reference frame rotor mass, damping,

and stiffness matrices
p � rotor momentum vector
q � fixed reference frame rotor displacement vector
r � rotating reference frame rotor displacement

vector
rj � radial rotor displacement
t � time

uN ,vN � rotating reference frame rotor lateral displace-
ment at node j

w � rotor lateral displacement vector in a synchro-
nously rotating reference frame

xj ,yj � rotor lateral displacement at node j
z � rotating reference frame complex rotor dis-

placement vector
� � coefficient of restitution
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Fig. 9 Rotor/auxiliary bearing contact forces variation under
case 1–3 controllers
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�n � rotor/displacement complex Fourier coefficient
�N ,�N � rotating reference frame rotor angular displace-

ment at node j
�N ,�N � rotor angular displacement at node j

	 � coefficient of friction
� � contact period

� � energy absorption factor
� � unbalance phase angle

�n � periodic rotor/auxiliary bearing contact force
complex Fourier coefficient

��t� � radial contact force profile
� � rotor angular velocity
�t � 2 /�
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The Numerical and Experimental
Characteristics of Multimode
Dry-Friction Whip and Whirl
The nature of dry-friction whip and whirl is investigated through experimental and nu-
merical methods. A test rig was designed and constructed to demonstrate and record the
character of multimode dry-friction whip and whirl. These tests examined steady-state
whip and whirl characteristics for a variety of rub materials and clearances. A simula-
tion model was constructed using tapered Timoshenko beam finite elements to form
multiple-degree-of-freedom rotor and stator models. These models were reduced by com-
ponent mode synthesis to discard high-frequency modes while retaining physical coordi-
nates at the rub location to model rotor-stator interaction using a nonlinear contact
model with Coulomb friction. Simulations were performed for specific test cases, and
compared against experimental data; these comparisons are favorable. Experimental
data analysis showed multiple whirl and whip regions, despite claims of previous inves-
tigators that these regions are predicted analytically but not produced in simulations or
experiments. Spectral analysis illustrates the presence of harmonic sidebands that ac-
company the fundamental whirl solution. These sidebands are more evident in whip, and
can excite higher-frequency whirl solutions. �DOI: 10.1115/1.3204658�

1 Introduction
Rubbing occurs regularly in turbomachinery, and generally,

does not cause serious problems. One of the most destructive
rubbing phenomena occurs when a rotor, upon contact with the
stator across a radial clearance, is forced by traction into a back-
ward precessional orbit. This motion falls into the following two
regimes.

• Dry-friction whirl. The rotor is rolling-without-slipping on
the surface of the stator with a backward precession fre-
quency governed by the radius-to-clearance ratio at the con-
tact location.

• Dry-friction whip. The rotor slips continuously on the stator
surface with a backward precession frequency governed by
the combined natural frequency of the connected rotor-stator
system.

Dry-friction whip and whirl have been produced in several test
rigs but rarely occurs in real machines. One incident reported by
Rosenblum �1� cited a catastrophic failure associated with whip.
No troubles have been reported related to whirl until recent prob-
lems occurred during the start up tests on the advanced liquid
hydrogen �ALH� turbopump. Those problems led to the test/
simulation program relayed here.

1.1 Literature Review. In 1962, Johnson �2� established a
basic framework for the analysis of rotor-stator interaction.
Johnson �2� states that the solution must be real, the reaction must
be positive, and the equilibrium must be stable. In 1965, Billett
�3�, proposed that the occurrence of slip between the rotor and
stator explained why shafts whirled close to their natural fre-
quency throughout a wide range of running speeds. Using a Jeff-
cott rotor with a clearance at one bearing, he showed that the
simple model cannot whirl faster than its first natural frequency
without pulling away from the stator. In addition, Billett �3�

solved for the friction coefficient that is required to sustain steady
reverse whirl, which he used to determine the whirl frequency at
which the friction coefficient needed to sustain steady whirling is
greater than the rotor-stator Coulomb friction coefficient, thus re-
sulting in a transition to whip.

In 1967 and 1968, Black �4,5� extended the methods employed
by Johnson �2� and Billett �3� to include contact with a compli-
antly mounted stator. Black �4,5� developed a general model for
synchronous rubbing, and reduced it to investigate dry-friction
counter whirl. Black �4,5� concluded that dry-friction whirl is only
possible in the frequency band, extending from an individual
rotor/stator natural frequency to the next higher combined system
natural frequency. This range is further reduced by the condition
placed on the traction angle, which Black �4,5� resolved into a
plot having a characteristic U-shape that separates regions of
whirl and whip

In 1988, Zhang �6� accounted for multiple rotor modes in dry-
friction whip and whirl by applying Black’s model to a long-
cantilevered disk. Zhang �6� identified the same whirl regions as
Black �4,5�, asserting the validity of Black’s results when cor-
rectly applied. In addition, Zhang �6� presented a condition for the
critical contact velocity required to initiate dry-friction whirl.

In 1990, Lingener �7� and Crandall �8� revisited the analytical
and experimental work of Black �4,5�. Their analysis indicated
that Black’s model was generally valid in predicting whirl ranges;
however, Lingener �7� concludes that “it is impossible, to run
through any resonance of the joined system, excited by reverse
whirl,” despite this prediction using Black’s model. This feat was
accomplished recently by Choi �9� and Dyck �10�.

In 2000, Bartha �11,12� validated the critical impact velocity
given by Zhang �6�, but concluded that numerical simulations
using Black’s model were unstable without accounting for the
relative surface velocity at the contact location, and noticed dif-
ferences between whirl ranges predicted using Black’s model and
measured results.

In 2007—following statements by Bartha �11,12� and Yu et al.
�13� that Black’s whirl model predicted erroneous whirl ranges
when applied to their experimental apparatus—Childs and Bhat-
tacharya �14� applied Black’s methods with MDOF models of the
rotor of Bartha �11,12� and Yu et al. �13�, and found that �1�
accurate whirl-range predictions require an accurate rotor-stator
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model, which may require the use of multiple rotor/stator modes
�Black �4,5� and Zhang �6� cited this necessity; however, Black
�4,5� did not extend his whirl-whip method to multimode rotor-
stator interaction, and Zhang �6� failed to produce multiple whirl
regions�, and �2� a multimode rotor-stator model produces several
U-shaped curves, thus predicting several possible whirl regions.
Although Childs and Bhattacharya �14� predicted multiple re-
gions, only the first whirl region and its whip frequency could be
produced in simulations.

1.2 Background on the ALH. In 1995, the U.S. Air Force
Research Laboratory �AFRL�, Space and Missile Propulsion Di-
vision, Edwards AFB, CA, commissioned Pratt & Whitney
�P&W� Liquid Space Propulsion to design and build the ALH.
The P&W design features a one-piece rotor with unshrouded im-
pellers to be supported by hydrostatic journal bearings and a
single hydrostatic thrust bearing. The hydrostatic bearings are sup-
plied by the pump discharge, which results in little or no rotor
support during startup.

From 1998 through 2002, 20 tests were performed on 11 dif-
ferent builds of the ALH; only the first of these ran according to
plan. Following test 1, the development of large supersynchronous
vibrations at low speeds overpowered the drive capabilities of the
turbopump, and retarded the rotor. The supersynchronous motion
“tracked” running speed, i.e., they largely stayed at a fixed mul-
tiple of �. Hardware inspection showed visual signs of rubbing at
several locations, specifically on the surfaces of the radial and
thrust bearings �15�.

In 2004 Texas A&M Turbomachinery Laboratory �TAMU-TL�
was contacted regarding the low speed ALH results. Childs �16�
stated that dry-friction whip and whirl were consistent with the
observed supersynchronous tracking motion; however, the multi-
plicity of tracking frequencies present in the vibration spectrum
had not previously been reported. A research program was initi-
ated at TAMU-TL to develop a test rig to explain these results; the
experimental and numerical exploration of this test rig is the focus
of this paper.

2 Mathematical Model
Using a model similar to the one given in Fig. 1, Den Hartog

�17� proposed the following kinematic constraint between the pre-
cessional velocity � of the rotor’s whirl orbit and rotor speed �:

� =
R

Cr
� = �� �1�

Here, � is the precession frequency ratio �PFR�. A rotor that is
rolling-without-slipping within the stator clearance circle is said to
be exhibiting dry-friction whirl.

Following Black �4,5�, the equations of motion can be derived
from the free-body diagram of Fig. 2, and stated as

mrZ̈r + crŻr + krZr

= �− �N + jFF�ej� + mra�2ej�t �Zr − Zs� = Cr

mra�2ej�t �Zr − Zs� � Cr
�

�2�

msZ̈s + csŻs + ksZs = ��N + jFF�ej� �Zr − Zs� = Cr

0 �Zr − Zs� � Cr
�

where

Zr = Xr + jYr, Zs = Xs + jYs

Neglecting the effect of rotor imbalance, Eq. �2� reduces to

mrZ̈r + crŻr + krZr = − �N + jFF�ej�

�3�
msZ̈s + csŻs + ksZs = �N + jFF�ej�

Their steady-state properties follow from assuming the periodic
solution

Zr = zre
−j�t, Zs = zse

−j�t, � = − �t + �o �4�

Plugging the assumed solution and its derivatives into Eq. �3� nets

�kr − mr�
2 − jcr��zre

−j�t =
zre

−j�t

�11�− ��
= − �N + jFF�ej�

�5�

�ks − ms�
2 − jcs��zse

−j�t =
zse

−j�t

�11�− ��
= �N + jFF�ej�

where Black �4,5� introduced the rotor and stator receptances
�11�−�� and �11�−��. For continuous contact, the model is com-
pleted by the constraint equation

Cre
j� = Zr − Zs = �zr − zs�e−j�t �6�

Substituting from Eq. �5� into Eq. �6� nets first

Cre
j�o = zr − zs = − ��11�− �� + �11�− ����N + jFF�ej�o �7�

and then

�N + jFF� = − Cr��11�− �� + �11�− ���−1 �8�

The required friction coefficient � that satisfies Eq. �8� is

Fig. 1 Geometric model governing rotor-stator contact

Fig. 2 Rotor-stator interaction model after Ref. †14‡
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� =
FF

N
= −

Im��11�− �� + �11�− ���
Re��11�− �� + �11�− ���

�9�

In addition, the real part of Eq. �8� yields the normal force

N = − Cr Re��11�− �� + �11�− ���−1 �10�
From Eq. �9�, Black �4,5� generated a plot having a character-

istic U-shape to differentiate between regions of whip and whirl.
An example of the U-shaped plot is given in Fig. 3.

Below the left side of the U-shape curve dry-friction whirl is
not possible for any finite Coulomb friction coefficient, and within
the U-shaped curve whirl is it only possible, given the sufficient
Coulomb friction. The right hand side of the U-shaped curve de-
fines the transition from whirl to whip for which the rotor will
precess at the combined rotor-stator natural frequency

�n,comb =� kr + ks

mr + ms
�11�

otherwise known as the whip frequency.
Extending Black’s model to include multiple rotor-stator

modes, Childs and Bhattacharya �14,15� produced the predictions
for Bartha’s test rig given in Fig. 4. Using only one rotor mode to
predict whirl, Bartha �11,12� predicted a transition to whip at 1600
Hz. When he observed a transition to whip at 600 Hz, Bartha
�11,12� attributed the discrepancy to a flaw in Black’s whirl solu-
tion. Childs and Bhattacharya �14,15� showed that a multimode
extension of Black’s model predicts whip at 650 Hz, very close to
the actual whip frequency.

3 TAMU Dry-Friction Whip and Whirl Test Rig

3.1 General Description. The TAMU whip and whirl test rig
is shown in Figs. 5 and 6.

Figure 6 shows that the rotor is supported from the right by two
adjacent angular-contact ball bearings. On the left, an impact ham-
mer initiates contact between the test rotor and a replaceable rub
insert. Motion was observed by four pairs of proximity probes,
located along the shaft, plus a pair of accelerometers on each
pedestal. The proximity probes and accelerometers can be seen in
Fig. 7, and were oriented 45 deg from the horizontal and vertical
directions. Not shown is a 64:1 encoder on the motor to detect the
rotor speed. All of the data were recorded using data acquisition
boards with a 20 kHz sample rate, and were postprocessed.

Because whip and whirl testing was performed for � from 0
rpm to 250 rpm, the shaft was driven by a 22 kW �29.5 hp� motor
through a gear reducer to provide high torque at low speeds. The
drive system was connected to the test rotor through a spline shaft
to minimize misalignment between the test rotor and drive system.
These components were all mounted and aligned on a heavy,
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Fig. 3 General case of the U-shaped plot attributed to black

Fig. 4 Multimode dry-friction whirl prediction for Bartha’s rig
†14‡

Fig. 5 Picture of the TAMU whip and whirl test rig

Fig. 6 Section view of the TAMU whip and whirl test rig

Fig. 7 Section view of the TAMU whip and whirl test rig rotor
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softly mounted test base, which reduced the influence of base
motion due to high-frequency whip/whirl, and significantly re-
duced orthotropy in the bearing support.

3.2 Test Rotor. The AISI 4140 steel shaft has an average
diameter of 38.1 mm �1.5 in�, and a length of 0.433 m �17.08 in�.
With these dimensions and ball bearings with predicted stiffness
of 80.6 MN/m �480,000 lb/in�, the lowest three calculated natural
frequencies of the shaft are 40.9 Hz, 418.5 Hz, and 810.6 Hz,
where 40.9 Hz represents the rigid-body conical mode, and the
latter two represents the bending modes. Figure 7 provides more
detail on the location of probes, accelerometers, and rubbing
contact.

The center of the rub surface was 70.87 mm �2.79 in� from the
free end of the rotor, and had a length of 12.7 mm �1/2 in�. The
measured diameter of the rotor at this location was 38.09 mm
�1.4997 in�. Four different stator inserts were machined to test the
effects of clearance and material at the rubbing-contact location.
These properties are summarized in Table 1.

3.3 Base of Test Stand and Rotor Support. Table 2 gives
the lowest horizontal and vertical natural frequencies of each ped-
estal resulting from impact tests.

These pedestal natural frequencies are in the range of excitation
frequencies, and their associated modes must be included in the
model. The higher vertical-direction natural frequency than
horizontal-direction natural frequency indicates pedestal-support
orthotropy. These pedestals were mounted on a 2500 lbs test
stand, having horizontal and vertical natural frequencies of ap-
proximately 3–6 Hz. Because these frequencies are significantly
lower than those excited during tests, the motion of the base can
be eliminated from the model

3.4 Test Series and Data Analysis. Several test series were
executed for each stator insert, consisting of increasing and/or
decreasing linear speed profiles within the range from 20 rpm to
240 rpm. The tests consisted of exciting whirl with the impact
hammer, and then traversing the speed range. Test durations were
30–90 s, which generated a sufficient number of data points in
proximity to discrete rotor speeds for frequency analysis.

4 Simulation Model
Simulations were performed using XLTRC2, a component

mode, finite element program that uses tapered Timoshenko beam
finite elements to generate a rotor and stator model �20�. The
resulting dynamic system has both modal coordinates that enables
the user to discard higher-frequency modes, and retain physical
coordinates at nonlinear rotor-stator contact locations. Simulations
were executed in a manner similar to experimental tests using a
fixed-step Runge–Kutta method.

4.1 Structural Model. The simulation model shown in Fig. 8
consists of the test rotor that is connected to the test pedestal at
station 6, and the support pedestal at stations 25 and 27.

The test pedestals were modeled using a dummy shaft, com-
prised of rigid massless elements to yield uncoupled point mass
pedestals. Stiffness coefficients for each pedestal were determined
using finite element analysis, and an assumed mode for the lowest
horizontal and vertical natural frequencies was used to estimate an
appropriate point mass for each pedestal. Light viscous damping
was added to the model at both pedestals and stations 16 and 32 to
prevent excessive vibration amplitudes in whip. Table 3 presents
the resulting individual and combined natural frequencies and
damping ratios. Neglecting damping, Table 3 suggests that the
possible whirl ranges are 40.9–381.2 Hz, 429.6–565.7 Hz, and
606.5–786.0 Hz.

4.2 Nonlinear Connection. As suggested by Bartha �11,12�,
nonlinear interaction at the rub location was modeled using a
modified form of the coefficient-of-restitution model of Hunt and
Crossley �21�. The normal force was given by

N = knl,1	 + knl,2	2 + cnl	̇	 �12�

where knl,1, knl,2, and cnl are the nonlinear stiffness and damping
coefficients, and 	 represents the deflection of the rub surface.
This yields a transverse contact force

FF = �dN sgn�Vt� �13�
The nonlinear stiffness coefficients were determined from the

derivative of the Hertzian contact force with respect to penetration
depth, and the damping coefficient was obtained by scaling the

Table 1 Properties of rotor-stator pairs at the rub location

Bearing R /Cr Material
Hardness

�HB�
Friction

coefficient �18,19�

S1,S2 517.1 660 Bronze 65 0.1–0.5
L1 245.8 660 Bronze 65 0.1–0.5
B1 517.1 Babbitt 24 0.25–0.6
T1 348.7 AISI 4140 197 0.25–0.7

Table 2 First horizontal and vertical natural frequencies of the
support and test pedestals

Support pedestal Test pedestal

Vertical direction 1620 Hz 1240 Hz
Horizontal direction 1000 Hz 615 Hz

Fig. 8 XLTRC2 simulation model for the TAMU whip and whirl
rig

Table 3 Individual and combined natural frequencies for the
simulation model

Individual Combined

�n
�Hz�



�%�

�n
�Hz�



�%�

40.9 1.41 381.2 1.03
418.5 0.81 392.3 0.93
429.6 0.73 565.7 2.23
606.5 2.47 786.0 1.07
810.6 1.01 868.0 0.48
918.2 0.22 1142.3 2.45

1174.4 1.26 1164.1 1.40
1222.7 2.47 1612.7 2.01
1613.1 2.00 2264.5 1.42
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experimentally determined parameters given by Bartha �11,12� to
yield comparable contact damping. The parameters used in nu-
merical simulations are given in Table 4.

5 Results
In this section, results for experimental whip and whirl motion

will be presented, discussed, and compared to simulations. Test
data will be presented first to illustrate the fundamental aspects of
the whirl-whip motion, as well as some characteristics previously
unseen in the literature. Unless noted otherwise, results are pre-
sented for test bearings composed of 660 Bronze. This will be
followed by a review of the simulation results and the model’s
validity in simulating whip and whirl for the experimental appa-
ratus.

5.1 Experimental Dry-Friction Whip and Whirl
Characteristics. A representative dry-friction whip and whirl test
case is shown in Figs. 9 and 10. Figure 9, illustrating the primary
�backward� whirl frequency and amplitude recorded at the rub
surface �probe 1�, shows that the rig readily passed through sev-
eral whip regions. The first three whip frequencies shown here are
at 400 Hz, 630 Hz, and 708 Hz.

Figure 10 shows harmonic sidebands that accompany the main
backward whirl/whip component. The forward component at one,
times the main backward component �−1 ��, could be caused by
support orthotropy; multiples of the backward component could
be caused by contact location nonlinearities or by partial rubbing
�22�. Despite their cause, these sidebands may have a special im-
pact on multimode dry-friction whip and whirl. Results show that
when the rotor speed is ascending in a whip region, these har-
monic sidebands often excite the next whirl range.

Figure 11 illustrates the most apparent difference between in-
creasing and decreasing speed profiles, namely, the variability and
extent of whirl regions excited with decreasing speed, in contrast
to the abrupt jumps between whip regions seen with increasing
speed.

These results raise the following questions. �1� Why does the

system appear to excite two whip regions when traversing down
but four on the way up? �2� If the first/lowest whip orbit is stable/
attractive, why does increasing � result in a jump to a higher
whirl frequency, and what causes this jump? The former question
is explained by the small gap between whirl ranges surrounding
the pedestal natural frequency. Although whip is excited for both
accelerating and decelerating cases, it is only apparent when the
accelerating rotor locks into whip, and fails to jump to the admis-
sible whirl orbit, having a slightly higher precession frequency.
The first step towards answering the second question is to exam-
ine the nature of the harmonic sidebands present in the frequency
spectrogram in Fig. 12. An additional set of sidebands is excited
in the first whip region at 110 rpm. As the rotor approaches 137.5
rpm, the 11 /2 � harmonic sideband begins to migrate towards
the whirl solution, possibly due to increasing �d occurring with
reduced surface velocity. At 142.5 rpm, the sideband reaches this
whirl frequency, and begins to excite it. At 147.5 rpm, whirl is
fully excited and predominant, and the whip frequency no longer
exists.

Figure 13 shows the dominant whirl amplitude as a function of
the rotor speed at all four probes. Although �d may be changing

Table 4 Nonlinear stiffness and damping coefficients used in simulations for a 660 Bronze
bearing

Nonlinear stiffness
knl,1 �N/m, lb/in�

Nonlinear stiffness
knl,2 �N /m2, lb / in2�

Nonlinear damping
cnl �N s /m2, lb s / in2�

Friction
Coefficient �d

9.99�108�5.71�106� 7.10�1013�1.03�1010� 1.65�109�2.40�105� 0.3–0.4
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Fig. 9 Measured „a… frequency and „b… amplitude of the pri-
mary backward whirl component at probe 1 for a test case hav-
ing R /Cr=246
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Fig. 10 Two-sided FFT of probe 1 measurements for a speed
decreasing case of dry-friction whip and whirl, recorded during
a test case having R /Cr=246

Fig. 11 Measured backward precession frequency versus ro-
tor speed at probe 1 for a test case having R /Cr=238
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during tests, the whirl-orbit magnitude should not depend on the
available friction coefficient. Why are the amplitudes changing so
drastically?

The probe amplitudes relative to probe 1, illustrated in Fig. 14,
show that the relative magnitudes of the probes do not vary in a
given whirl region, and indicate that the primary mode in a given
whirl range is dominant. How do the relative magnitudes recorded
during whip compare to those predicted by the model’s combined

rotor-stator mode shapes? Figure 15 illustrates the measured and
predicted modes in the first and third regions of whip shown in
Fig. 14. The agreement between measured and predicted relative
modes in the first whip region is weak; however, the third relative
mode closely resembles test rig measurements. The model’s com-
paratively weak prediction of the first mode might be attributed to
the models lack of pitch and yaw mobility for the test pedestal.
Because the rub surface is located at the edge of the test pedestal,
large contact forces could induce angular deflections, and skew
the measurements of probes 1 and 2.

Figure 16 shows the physical orbits captured by the probes and
accelerometers for case 20 in the first and third whirl regions at
Fig. 16�a� 50 rpm and Fig. 16�c� 165 rpm, and after transitioning
to whip at Fig. 16�b� 100 rpm and Fig. 16�d� 210 rpm. At the time
of this test, probe 2 in the X direction and accelerometer 1 in the
X direction were not functioning properly, and accelerometer or-
bits were constructed by integration with respect to the fundamen-
tal whirl frequency. Steady repeated orbits in both whirl and whip
are presented. In Fig. 16�d�, probe 3 and accelerometer 2 show
highly elliptical orbits with major axes in the horizontal direction
�horizontal on the test rig at �45 deg�. This may have prevented
the rotor from transitioning to the higher-frequency whirl solution

Fig. 12 Spectrogram for speed increasing whirl/whip for a test
case having R /Cr=238, showing excitation of higher whirl
modes by sideband harmonics

Fig. 13 Measured backward precession amplitude versus
speed for a test case having R /Cr=246

Fig. 14 Measured backward precession amplitude relative to
probe 1 versus speed for a test case having R /Cr=246

Fig. 15 Measured and predicted relative mode shapes at „a…
130 rpm and „b… 235 rpm for a test case having R /Cr=246

Fig. 16 Measured probe and accelerometer orbits in „a… the
first whirl region, „b… the first whip region, „c… the third whirl
region, and „d… the third whip region for a test case having
R /Cr=246
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at 760 Hz that was excited in the case shown in Fig. 11.
Figure 17 shows the measured PFR for a bearing, having a

predicted PFR of 517, given by the radius-to-clearance ratio at the
contact location; this prediction results from rotor and stator mea-
surements accurate to 2.54 �m �0.1 mil� prior to testing.
Though one might assume that the measured PFR would be lower
than predicted due to deflections at the rub surface, Fig. 17 shows
the predicted PFR is exceeded in this case by 15–20%.

In general, the relationship between the predicted and observed
PFR becomes increasingly nonlinear with the radius-to-clearance
ratio, resulting in a difference of only 7% for R /Cr=238. Is the
nonlinearity of this parameter an effect of increased sensitivity
and measurement error as clearance approaches zero, or is there
some other explanation for this behavior? While the former is
certainly true, Fig. 18 illustrates a test case for the Babbitt bearing,
in which the measured PFR rapidly increases to more than twice
the predicted value.

Although the reason for this unprecedented increase in ob-
served PFR is unknown, deviations seen in other cases had more
rational explanations. Test cases having large increases in bearing
clearances due to material removal had a lower PFR towards the
end of the case, while decreases in clearance due to thermal ef-
fects saw a higher PFR when descending. In some cases, clear-
ance changes due to wear were as large as 25.4 �m �1 mil�; this
resulted in dry lubrication of the contact surfaces and ultimately
diminished or prevented subsequent dry-friction whirl.

5.2 Simulation Validation. The first comparison between ex-
perimental and simulation data will be the dominant backward
precession frequency versus the rotor speed. Figure 19 shows the
predicted and measured primary backward whirl frequency for the
rotor-stator contact having R /Cr of 385.

The difference between the measured and predicted precession
frequency is evident, with slightly higher precession frequencies
for the test case. Even though this difference affects whirl fre-
quencies, the predicted and measured transition-to-whip frequen-

cies are very close, deviating only at frequencies above 800 Hz.
The simulation model does not produce the second whirl/whip
region, despite the observation of this mode in test data. This
whirl region is located from 429.6 Hz to 565.7 Hz, and lies be-
tween the first and second bending modes of the rotor. This mode
is characterized by large deflections at the pedestals, which were
lightly damped in the model to ensure that motion was within
reasonable limits. The increased damping of this vibration mode
could explain the absence of this whirl region in simulations.

Figure 20 shows a predicted vibration waterfall plot from simu-
lation 2. As compared to experiments, the simulation frequency
spectra predicts harmonic sidebands during whip, but not during
whirl. In addition, the sidebands seem to be drastically different
during higher-frequency whip regions than observed in experi-
ments. Overall, the spectra show a good resemblance to their ex-
perimental counterpart.

Figure 21 shows simulated probe amplitudes for the bearing
used in the test case presented in Fig. 13. In comparison to mea-
sured amplitudes given in Fig. 13, predicted amplitudes are
slightly larger but less erratic.

6 Summary and Conclusions
The present paper looks at characteristics unique to the phe-

nomena of multimode dry-friction whip and whirl, and the ability
of modern simulation tools to accurately model them. This section
will reiterate accomplishments of the research, and recommend
focal points for future investigations.

Fig. 17 Measured PFR versus rotor speed for 660 Bronze
bearing with a measured R /Cr=517

Fig. 18 Measured PFR versus rotor speed for Babbitt bearing
with R /Cr=517

Fig. 19 Comparison of measured and predicted backward pre-
cession frequencies for a 660 Bronze bearing having R /Cr
=385
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Fig. 20 Frequency spectra for simulation of 660 Bronze bear-
ing having R /Cr=385 at probe 1
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6.1 Experimental Achievements. A dry-friction whip and
whirl test rig was designed and constructed that accurately dem-
onstrated and recorded the nature of multimode dry-friction whip
and whirl. The design of the test rig enabled the testing of several
rub surfaces to examine the effect of the bearing material and
clearances.

6.2 Multimode Dry-Friction Whip and Whirl. Analysis of
experimental data provided by the test rig confirms that dry-
friction motion falls into the following regions.

• Dry-friction whirl in which the precession frequency ratio is
roughly proportional to the radius-to-clearance ratio at the
contact location.

• Dry-friction whip in which the rotor precesses at a fre-
quency close to a combined natural frequency of the con-
nected rotor and stator system.

These regions were not solely defined by the rotor speed due to
the existence of multiple attractive orbits at a given rotor speed.
The rotor speed can increase and decrease through regions char-
acterized by whip, terminating with jumps to different whirl/whip
frequencies. These frequencies are usually close to the predicted
whirl frequency, which corresponds to a rolling-without-slipping
condition at the contact location. Dry-friction whip and whirl test-
ing on different bearing configurations resulted in a variety of
precession frequency ratios and whirl ranges; however, the fre-
quencies at which the shaft whipped were constant for all test
cases.

Sidebands were seen in the frequency spectrum provided by
probe data, and are suspected to result from structural asymmetry
of the test pedestals in combination with the nonlinear properties
of the rub location. These harmonics became more prevalent in
whip, and often played a role in exciting higher whirl frequencies.

The measured PFR for most test cases was significantly greater
than that predicted by the radius-to-clearance ratio at the contact
location. For the Babbitt bearing, several instances occurred in
which the measured PFR rapidly increased to more than double of
that predicted by the radius-to-clearance ratio.

6.3 The Validity of the Simulation Model. To produce ac-
curate whip and whirl characteristics, the simulation model re-
quires an accurate structural-dynamics model and a valid contact
model. Simulations accurately predicted the first few fundamental
modes of the test rig, resulting in quite accurate whip and whirl
region predictions through the second rotor mode at 800 Hz. Al-
though there were deviations between predicted and observed mo-
tions, improvements would require the development of a more
sophisticated structural model of the housing and pedestals. Am-
plitudes on the test rig were slightly smaller than those in simu-

lations, possibly due to simplifications in the structural model. A
nonlinear Hunt and Crossley contact model with Coulomb friction
adequately approximates the rotor-stator contact. The simulations
closely tracked the whirl frequency, as predicted by the radius-to-
clearance ratio at the contact location, deviating only slightly
when approaching whip.

Why did Childs and Bhattacharya fail to produce higher whirl
ranges using a contact model similar to the one described here?
The difference between results may correspond to the method of
inducing rotor-stator contact. In simulations presented here, con-
tact was induced by exciting the rotor with a radial impulse force;
whereas, Childs and Bhattacharya employed initial conditions
arising from the steady-state whirl solution.

6.4 Future Work. Necessary improvements to the rub model
include modeling damping due to rolling friction, and the effect of
thermal changes and wear on clearance and friction coefficient.
These efforts may produce a more accurate prediction of whip and
whirl frequency spectrums, but changes in predicted whirl ranges
are unlikely.
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Nomenclature
Cr � radial clearance at the rub surface �m, in�
FF � friction force at contact location �N, lb�

FFT � fast-Fourier transform
N � normal force at the contact location �N, lb�

NGST � Northrop Grumman Space Technology
P � complex contact force �N, lb�
R � rotor radius at the contact location �m, in�
Vt � relative tangential surface velocity at contact

�m/s, in/s�
Zr, Zs � complex rotor and stator displacements �m, in�

a � rotor mass imbalance �m, in�
cnl � nonlinear contact damping �N s /m2, lb s / in2�

cr, cs � rotor and stator damping coefficients
�N s /m, lb s / in�

e � shorthand for exponential function eln�x�=x
j � imaginary unit j=�−1

knl,1, � nonlinear contact stiffness �N /m, N /m2�
knl,2 � �lb/in, lb / in2�

kr, ks � rotor and stator stiffness �lb/in, N/m�
mr, ms � rotor and stator mass �kg, lb s2 / in�

t � time �s�
xr, xs � rotor and stator displacements along the x-axis

�m, in�
yr, ys � rotor and stator displacements along the y-axis

�m, in�
zr, zs � complex rotor and stator solutions satisfying

�m, in�; ICs at t=0
�11, �11 � complex rotor and stator receptances �m/N,

in/lb� �11�−��=1 /kr−mr�
2− jcr�

	 , 	̇ � normal contact displacement and velocity �m,
m/s, in, in/s�

� � angle between clearance vector x-axis �rad�
�o � angle between imbalance vector and clearance

�rad�

Fig. 21 Predicted backward precession amplitude versus
speed for a 660 Bronze bearing having R /Cr=385
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Vector
� � friction coefficient which satisfies whirl

�d � dynamic Coulomb friction coefficient
� � rotor precession frequency �rad/s�
� � rotor speed �rad/s�

�n,comb � combined natural frequency of the rotor-stator
�rad/s�

System
� � traction angle at contact location

�=sin−1 ��� �rad�
� � angle between clearance and imbalance vector

�rad�
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Forced Response of Mistuned
Bladed Disks in Gas Flow: A
Comparative Study of Predictions
and Full-Scale Experimental
Results
An integrated experimental-numerical study of forced response for a mistuned bladed
disk has been performed. A full chain for the predictive forced response analysis has been
developed including data exchange between the computational fluid dynamics code and a
code for the prediction of the nonlinear forced response for a bladed disk. The experi-
mental measurements are performed at a full-scale single stage test rig with excitation by
aerodynamic forces from gas flow. The numerical modeling approaches and the test rig
setup are discussed. Comparison of experimentally measured and predicted values of
blade resonance frequencies and response levels for a mistuned bladed disk without
dampers is performed. A good correspondence between frequencies at which individual
blades have maximum response levels is achieved. The effects of structural damping and
underplatform damper parameters on amplitudes and resonance frequencies of the
bladed disk are explored. It is shown that the underplatform damper significantly reduces
scatters in values of the individual blade frequencies and maximum forced response
levels. �DOI: 10.1115/1.3205031�

1 Introduction
The key components necessary for a predictive forced response

analysis of mistuned bladed disks can be identified as �i� determi-
nation of the aerodynamic excitation forces and the characteristics
of aerodynamic damping and coupling; �ii� accurate modeling and
description of the mechanical properties of a bladed disk includ-
ing blade mistuning; �iii� modeling of friction contacts in bladed
disk assemblies �if such contacts are present and significant�; and
�iv� an efficient method using high-fidelity aerodynamic and struc-
tural models and allowing the performance of such calculations
for a mistuned bladed disk in practical design timescales.

Measurements of excitation forces for cases of subsonic gas
flow were carried out in Refs. �1,2�. The excitation in transonic
turbines was studied in Refs. �3,4� and the mechanical and the
aerodynamic damping in bladed disks were experimentally inves-
tigated in Ref. �5� on a test rig with one-stage rotor containing
actual engine vanes and rotor blades. A comparison between com-
putational fluid dynamics �CFD� predictions and measured nozzle
guide vane �NGV� outlet flow field for this rig was performed in
Ref. �6� using three different methods although no attempt was
made to evaluate the corresponding blade vibration amplitudes.

In Ref. �7�, the experimental verification of predictions for the
aerodynamic forces, damping, and stresses for blades without mis-
tuning is performed. The results of measurements and predictions
of gas flow and structural vibrations for a compressor blisk ex-
cited by strut wakes are discussed in Ref. �8�. A small number of
blades were instrumented here, which restricts the use of experi-
ments for mistuning prediction validation. Experimental valida-
tion of the technique for identification of blade mistuning in blisks
was performed in Ref. �9� using a rotating test rig with structural

vibrations excited by an array of permanent magnets. A measure-
ment system developed for tests on industrial gas-turbine high-
pressure buckets is described in Ref. �10�. Assessment of the ac-
curacy of experimental predictions for structures with friction
interfaces is usually performed in test rigs �e.g., Refs. �11,12��.
Methods for analysis of structural vibrations of mistuned bladed
based on different approaches for reduction in mistuned bladed
disk models were developed in Refs. �13–17�.

Recently developed methods for the forced response analysis of
mistuned bladed disks including aerodynamic and friction contact
effects �18,19� and methods for the analysis of bladed disk aero-
dynamic forces and damping �20–23� provide sophisticated capa-
bilities for predictive studies. Although these methods were vali-
dated by some representative test cases �24–27�, the validation
was performed for the structural and computational fluid mechan-
ics solvers separately.

The goal of the studies reported in this paper was to explore the
state-of-the-art predictive capabilities for a whole chain of the
predictive tools from a CFD analysis code to a structural vibration
analysis code. These capabilities are applied to an analysis of a
mistuned bladed disk with aerodynamic excitation, which is due
to struts, NGV wakes, and predefined variation in the vane geom-
etry and then compared with experimental results obtained on a
rotating test rig. All blades of the bladed disk were strain-gauged
in order to compare with the predictions for the mistuning assem-
bly. Such integrated analysis of forced response combined with
the experimental validation has not been reported for mistuned
bladed disks in literature.

An experimental investigation was conducted at DLR using a
single high-pressure turbine stage test rig �28�. The turbine stage
was designed and manufactured for the European research project
Aeroelastic Design of Turbine Blades �ADTurB� �29,30�. In the
experiments, gas flow characteristics and bladed disk vibration
levels are measured. The gas flow pressure and velocity provide
data for CFD analysis and strain gauge measurements are used for
the comparison of measured and predicted amplitude values.

The aerodynamic excitation forces and aerodynamic damping
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factors are determined using aerodynamic parameters of gas flow
at the test rig intake. The predicted values are then used in the
forced response predictions for a mistuned bladed disk. The large-
scale finite element structural model of the mistuned bladed disk
is used in the analysis, which is performed by a high-fidelity
method allowing the inclusion of aerodynamic damping, coupling,
and excitation determined as a result of CFD analysis. Predictive
analysis for the bladed disk with and without underplatform

dampers �UPD� is performed. The analysis of the effects on the
forced response of contact interface parameters, excitation levels,
the spectrum of the multiharmonic excitation, structural damping,
and completeness of the aerodynamic data have been explored.
The correspondence between numerical results and the experi-
mental data obtained from forced response measurements is estab-
lished for a bladed disk without dampers.

2 Experimental Measurements

2.1 Test Facility. The facility used for the measurements is
the wind tunnel for rotating cascades �RGG� operated by the In-
stitute of Propulsion Technology of DLR, Göttingen, Germany.
The RGG �see Fig. 1�a�� is a closed circuit wind tunnel that al-
lows continuous running. It is driven by a four-stage radial com-
pressor with a variable speed allowing a constant flow rate of up
to 15.5 m3 /s and a maximum pressure ratio of 6. Mach and Rey-
nolds number can be varied independently within a certain range.

The turbine stage studied �Fig. 1�b�� here includes an NGV set,
which comprises 43 vanes and a high-pressure turbine bladed disk
mounted on a rotor. The low engine order �EO� excitation was
intentionally introduced in the test rig by 2% and 4% variation in
vane geometry. The amplitudes of NGV throat area variations
chosen should be regarded as typical values for a newly built
gas-turbine engine under ordinary operation. To produce 5EO and
7EO excitation two NGV sets were manufactured with five and
seven sinusoidal waves of the vane throat variation along NGV
annulus. The rotor is driven by an electric motor/generator with a
maximum power of 500 kW. Rotation speeds between 0 rpm and
10,000 rpm can be achieved and the stage aerodynamics condi-
tions can be chosen independently from the rotation speed.

2.2 Instrumentation. Figure 2�a� gives a view of the rotor
outside the rig. The rotating bladed disk was instrumented by
strain gauges located at a blade tang �see Fig. 2�b��. In addition
the rotor has a limited number of pressure transducers to measure
the unsteady pressures on the blades. The total number of blades
in the bladed disk is 64. The instrumentation was as follows: 57
blades with one strain gauge, three blades with three strain
gauges, and four blades with one strain gauge and 18 pressure
transducers overall. Several strain gauges failed after the experi-
ments had been started and, hence, measurements could not be
obtained for seven blades for the whole program of the
experiments.

The strain gauges make use of the piezo-resistance effect. The
pressure transducers have been designed with the membrane di-
rectly embedded in the surface of the blades. The resonant fre-
quency of the pressure transducer is 500 kHz.

The calibration coefficients are used to determine displace-
ments at the blade tip from the strain gauge measurements.

Fig. 1 RGG wind tunnel at DLR: „a… a general view and „b… a
configuration of a stage analyzed

Fig. 2 Rotor outside of the rig „a… and strain gauge location „b…
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2.3 Measurement Chain and Data Acquisition. The data
transmission system used to transfer signals from the rotating to
the stationary system is a 100 channel high precision slip ring
system together with pre-amplifying electronics in the rotating
system.

The main advantage of such a slip ring system is to have the
signals available at the same time. The disadvantage of slip ring
systems is usually a significant noise level. To compensate for
this, a pre-amplifying electronic board was designed, manufac-
tured, and mounted directly on the rotor. Figure 3 shows the elec-
tronics board separately.

In the stationary frame the signals were digitized by a data
acquisition system that allows a maximum sampling frequency of
196 kHz.

2.4 Measurement Results. The results obtained from the
measurement are derived in the way documented in Ref. �28�.
Some of these results are shown in Figs. 4–6. The Campbell dia-
gram determined from measurements is plotted in Fig. 4 and re-
sults illustrating the repeatability of blade resonance frequency
and amplitude measurements in three sequential tests are shown in
Figs. 5 and 6.

3 CFD Analysis

3.1 Method. The computations are based on a finite volume
compressible flow solver. The flow modeling is based on the 3D
Favre-averaged Navier–Stokes equations. Unsteady cases are
computed using unsteady Reynolds-averaged Navier–Stokes
�RANS� equations with the basic assumption that the frequencies
of interest are far removed from the frequencies of turbulent flow
structures. The flow variables are represented on the nodes of a
generic unstructured grid and numerical fluxes are computed
along the edges of the grid. The numerical fluxes are evaluated
using Roe’s flux vector difference splitting coupled to Jameson’s
pressure switch to prevent the appearance of spurious oscillations
in the solution.

The solution method is implicit, with second order accuracy in
space and time. For steady-state gas flow computations the solu-
tion is advanced in pseudotime using local time stepping while
for unsteady computation dual time stepping is used to preserve

Fig. 3 The electronic board of the data acquisition system

Fig. 4 Experimentally determined Campbell diagram

Fig. 5 Repeatability of the measurements for blade resonance
frequencies
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stability at high Courant numbers. The method is described in
detail in Refs. �20,27�.

The grids used for this study are semistructured, following the
procedure described in Ref. �21�, with hexahedral elements
around the aerofoil in the boundary layer region and prismatic
elements in the passage. The radial grid distribution is stretched
toward hub and casing to allow representation of the end-wall
boundary layers.

For the present study, numerical solutions for steady gas flow
have been obtained for a domain including three blade rows in the
rig: struts, NGV, and rotor. The boundary conditions applied are
measured total temperature, pressure and flow angles at the strut
inlet and static pressure at the rotor outlet. Each blade row is
represented for steady-state analysis by a single passage with mix-
ing planes used to model the interblade row boundaries.

Two separate sets of aerodynamic unsteady computations have
been performed for each condition studied: �i� a computation that
includes the NGV and rotor blade row and �ii� a computation
including the rotor only.

The computations in the first set are used to provide modal
forces for the forced response analysis. In this set, the whole strut
outlet flow field is used as an NGV inlet boundary condition with
a sliding plane connecting the NGV and rotor domains. The
sources of unsteady forcing on the rotor blades modeled are strut
wakes providing 4EO component of the excitation, throat area
variations �5EO and 7EO�, and NGV wakes �43EO�. Modal forces
required for the forced response analysis are obtained by integrat-
ing the pressure field computed over the blade surface at each
time step. The time histories of the modal force variation are
collected and then fast Fourier transform �FFT� analysis is per-

formed to extract amplitudes of the engine order excitation
�20,22,27�.

The modal forces and modal damping have been calculated for
two rotation speeds: 4210 rpm and 6320 rpm, i.e., at rotations
speeds corresponding to experimentally observed resonance re-
gimes with 7EO and 5EO, respectively.

The computations in the second set are used to provide
aerodamping estimates. In these computations, the mass-averaged
NGV outlet profiles are imposed as boundary conditions at rotor
inlet. For aerodynamic damping computations, the modal forces
evaluated at each time step are used to determine the magnitudes
of modal displacements and velocities. The initial conditions for
motion of the structure are set by specifying the modal velocity
for each structural mode considered. The values of the modal
velocity are selected to be small enough to satisfy the mesh integ-
rity requirement and large enough to overcome round-off error in
the computations. In the present computations, the initial velocity
chosen corresponds to a maximum physical displacement on the
blade surface of 80 �m. For each aerodamping computation, all
the nodal diameters of each family are included so that the depen-
dence of aerodamping from nodal diameter can also be assessed.
The modal displacements are used to update the position of the
grid points on the blade surface and, then, via a spring-analogy
mesh motion algorithm, in the rest of the computational domain.
The final computation of the damping factor is performed fitting
an exponential function to the envelope of the time history of
modal displacements. The details of the damping evaluation pro-
cedure are explained in Ref. �23�.

3.2 Grid Convergence Study and Comparison With Mea-
sured Wakes. A grid convergence study has been performed on
all three blade rows. Particular attention has been devoted to the
grid independence of the solution on the NGV.

For the purpose of the grid convergence study, the grid reso-
lution is parameterized in terms of a number of points along blade
chord for each radial section and a number of layers �in a direction
normal to the blade surface� in the boundary layer grid.

A preliminary study has shown that the static pressure distribu-
tion around the NGV is not affected by grid resolution if more
than 80 points clustering near trailing edge are used along the
aerofoil chord. Therefore, in the present study, the calculations
have been performed with 120 points along NGV chord and
matching resolution in the blade-to blade direction away from the
blade.

The resolution for the boundary layer and wake has been deter-
mined comparing solutions obtained with 14, 18, 22, and 26 lay-
ers in the O-grid and grid spacing in the wake matching the wall-
normal grid spacing at the O-mesh edge. The grids chosen have
yielded wall distances between 5 and 15 and it has been found that
no appreciable change in the boundary layer profiles can be seen
in the boundary layer and wake profiles computed with the two
finest grids. Hence, all computations have been performed with 22
layers in the O-mesh and as expansion ratio of 1.2. NGV suction
side boundary layer profiles from four grids are compared at four
stations along chord in Fig. 7.

Fig. 6 Repeatability of the measurements for blade maximum
amplitudes

Fig. 7 NGV suction side boundary layer profiles from grid convergence study
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Studying both NGV blade loading and wake amplitudes at
128% of NGV axial chord for the datum �no throat area variation�
case it has been found that good match can be obtained with
measured data at 50% span �see Fig. 8� although the agreement
deteriorates at 90% span �see Fig. 9�.

In order to explain this behavior a separate study has been
conducted to assess the effect of the 100 �m gap between the
NGV sitting at the top center position in the assembly and the

casing. This clearance is due to the presence of an optically flat
window for laser measurements. When the clearance is included
in the computational model a far better agreement is found be-
tween measured data and computed data in terms of wake position
and strength �Fig. 9�. As this window is blanked during rotor
vibration measurements, no tip clearance is introduced in the
rotor-stator interaction computations

The grid resolution requirement for the rotor and the strut has
been determined in a similar fashion to the NGV study. However,
in view of the need to perform rotor-stator interaction computa-
tions, the blade-to-blade resolution in the rotor domain needs to
match to the wake resolution in the NGV domain, the requirement
of correctly representing the NGV wakes being more stringent
than the basic steady flow requirement for the rotor itself.

The grid sizes determined from the grid convergence study are
0.9 M points for each NGV passage and 0.4 M points for each
rotor passage.

4 Mistuned Forced Response Analysis

4.1 Analysis Method. For the analysis of forced response of
the mistuned bladed disk a method developed in Refs. �17–19� is
applied. The method is based on: �i� an exact relationship between
the responses of tuned and mistuned assemblies derived from Ref.
�17�, �ii� an approach allowing accurate description of aerody-
namic coupling and damping developed in Ref. �18�, and �iii� a
method for the analysis of nonlinear vibration of mistuned bladed
disk with friction dampers presented in Ref. �19�.

The analysis allows the use of a large-scale detailed FE model
for a mistuned bladed disk. A single industrial-size sector FE
model is applied to obtain natural frequencies and mode shapes of
a tuned bladed disk and then to generate a forced response func-
tion �FRF� matrix for a whole bladed disk. Mistuning due to blade
frequency scatter and friction contact interface scatters is modeled
by modification and friction contact elements. The FRF matrix
can include the full effects of aerocoupling, aerodamping, and
bladed disk stiffening effects due to gas flow.

The method is applicable to cases of high mechanical coupling
of blade vibration through a flexible disk and, possibly shrouds,
and to cases with stiff disks and low mechanical coupling. The

Fig. 8 Comparison of computed and measured NGV wakes at
50% span

Fig. 9 Comparison of computed and measured NGV wakes at
90% span: computed values showing an effect of 0.1 mm gap
for L2F optical window

Fig. 10 General view of the whole mistuned assembly „a… and nodes where mistuning elements are
applied „b…
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interaction of different families of bladed disk modes and fre-
quency veering effects are included in the analysis.

4.2 Bladed Disk Model. The bladed disk analyzed contains
64 blades �Fig. 10�a��. The forced response is calculated at the
blade tip trailing node �Fig. 10�b��. The modal characteristics of a
tuned bladed disk and underplatform dampers are determined us-
ing large-scale finite element models. An FE model of one sector
comprises more than 220,000 DOFs and an FE model of an UPD
has 9500 DOFs �Fig. 11�.

The first 48 natural frequencies and mode shapes of the bladed
disk are calculated for each of the possible nodal diameter values
from 0 to 32. All these modes are included in the mistuning analy-
sis. For underplatform damper modeling the first 48 mode shapes
and natural frequencies are also determined to generate an FRF
matrix for the damper.

The mistuned response is analyzed for the first flapwise mode
�1F� family of modes excited by 7EO and 5EO. Bladed disk
modal characteristics are affected by the rotation mostly through
centrifugal forces. Because of this, the modal characteristics are
determined for two rotation speeds: 441 rad/s and 662 rad/s cor-
responding to the resonances excited by 7EO and 5EO, respec-
tively, and the respective modal characteristics are used for each
EO analyzed. The lower natural frequencies of the bladed disk are
plotted in Fig. 12.

The frequency-nodal diameter diagram in Fig. 12 shows that
this frequency range includes frequency veering modes, where
modes of first and second families can interact but these two fami-
lies of modes are separated significantly from higher modes.
Hence, the aerodynamic damping was calculated for the first five
modes for all possible values of traveling wave index values from
�31 to +32. Positive indices correspond to the forward traveling
waves and negative—to backward traveling wave modes of
vibrations.

The modal damping factors used in the analysis are presented in
Fig. 13.

In addition to the aerodynamic damping, the bladed disk analy-
sis has a significant level of structural damping due to friction at
blade root joints; damping provided by the bladed disk instrumen-

tation, including strain gauge wiring, and by friction contact sur-
face close to the disk hub. Exact values of structural damping
produced by such sources were not available and, hence, cases
with different structural damping levels were explored in the
analysis. In the calculations the structural damping was added to
the aerodynamic modal damping factors. The damping produced
by the underplatform dampers is not included in the structural
damping factors and is determined directly as a result of
calculation.

Excitations by 7EO and 5EO components of aerodynamic
forces are of major interest. In order to facilitate use of the results
of CFD calculation the aerodynamic pressure was projected on
bladed disk mode shapes and modal excitation forces are calcu-
lated for all mode shapes involved in the analysis. The modal
forces determined from the CFD analysis are plotted in Fig. 14

Blade frequency mistuning is modeled by mass elements lo-
cated at blade tip nodes that are close to leading and trailing airfoil
edges and shown in Fig. 10�b�. The measured blade-alone fre-
quencies formed an irregular random-like mistuning pattern with
all blade frequencies located within a range of �5% to +8%.

Forced response of the bladed disk is performed for two major
cases: �i� a case of a bladed disk without UPDs and �ii� a case of
a bladed disk with UPDs. The numerical results obtained are dis-
cussed in the following sections.

4.3 A Mistuned Bladed Disk Without Dampers. Forced re-
sponse analysis of the blade disk without dampers has been per-
formed for cases of 7EO and 5EO excitation. The envelope of the

Fig. 11 FE models of a bladed disk sector „a… and an under-
platform damper „b…

Fig. 12 Natural frequencies of the bladed disk

Fig. 13 Aerodynamic modal damping factors
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maximum blade amplitude calculated for different levels of struc-
tural damping added to the aerodamping is plotted in Fig. 15 for a
case of 7EO.

Frequencies at which each individual blade has the maximum
value of the forced response amplitude over the whole frequency
range are compared in Figs. 16 and 17 with those obtained from
experimental measurements for cases of 7EO and 5EO, respec-
tively. For a case of 5EO two experimental measurements are
plotted, which were recorded on the same day.

One can see that for the bladed disk analyzed the maximum
response frequencies are not affected by the structural damping
and there is a good correspondence between predicted and mea-
sured frequency values. Values of blade resonance frequencies for
7EO and 5EO are slightly different, which is due to blade cou-
pling through disk and gas flow. If the blades were uncoupled then
these resonance frequencies would coincide with the blade-alone
frequencies and the centrifugal forces, which are different for
cases of 5EO and 7EO would simply scale the resonance fre-
quency pattern.

Comparison of maximum response levels is made for a case of
7EO excitation in Fig. 18. The predicted value of the maximum
forced response achieved over all blades is close to the experi-
mental measurements, but the distribution of blade maximum am-
plitudes differs, which is likely to be a result of different damping
produced by the disk instrumentation, which is not accounted for
in the calculation and inherent variability of measurements �see
Fig. 6�.

4.4 A Tuned Bladed Disk With Dampers. The analysis of
the effects of excitation and friction contact interface parameters
of forced response of the bladed disk with underplatform dampers

was performed first for a case when all blades are tuned. For a
tuned bladed disk assembly, a method for using cyclic symmetry
properties in nonlinear forced response analysis �31� is used,
which exactly reduces the analysis of a whole bladed disk to an
analysis of its repetitive part: a sector including a single blade and
adjusted disk sector. The use of sector models allows decreasing
time of calculation by several orders of magnitudes compared
with that required for mistuned analysis.

Vibrations in a bladed disk with friction dampers are inherently
nonlinear and, therefore, in contrast to linear vibration, the super-
position principle cannot be applied, i.e., vibration response ex-
cited simultaneously by many excitation harmonics generally can-
not be obtained as a sum of responses excited by each harmonic.
Since at operating conditions the excitation is usually multihar-
monic, the effects of the cumulative action of many excitation
harmonics on the forced response is estimated for the bladed disk
analyzed. For forced response calculations the dominant excita-

Fig. 14 Excitation aerodynamic modal forces

Fig. 15 Envelope of the bladed disk forced response: a case
7EO excitation without dampers

Fig. 16 Frequencies providing maximum response levels for
individual blades: a case of 7EO without dampers

Fig. 17 Frequencies providing maximum response levels for
individual blades: a case of 5EO without dampers
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tion harmonics were selected from a list of values obtained from
CFD analysis. The dominant harmonic numbers were 7EO, 36EO,
43EO, 50EO, and 86EO, which, as expected, are multiples and
combinations of the number of NGVs �i.e., 43�, and the number of
waves along NGV annulus for the NGV throat area variation
�seven in this case�. Forced response calculated with different
numbers of the multiharmonic excitation is shown in Fig. 19.

One can see that, for the considered case, in the vicinity of the
resonance peak of interest the responses obtained with single 7EO
excitation and with multiharmonic excitation are close. Therefore,
in most calculations for this bladed disk, only a single EO excita-
tion was considered, which allows significant reduction in the
computation time.

The effect of the excitation level on the forced response of the
bladed disk is illustrated in Fig. 20.

The modal forces obtained from CFD analysis for nominal con-
ditions are multiplied by factors indicated in this figure. For com-
parison, the forced responses of a bladed disk without dampers
and with stuck dampers are also plotted here. It is evident that the
underplatform dampers efficiently reduce two resonance peak re-
sponse levels �at rotation speed frequencies 70 Hz and 168 Hz� for
all excitation levels considered here.

For higher excitation levels �f =10 and 16�, a resonance peak is
also observed at a frequency that is close to the resonance fre-
quency of a bladed disk without dampers. For these excitation
levels the damper is too light and is subjected to a high level of
macroslip motion, hence its stiffening effect is negligible. More-

over, for high excitation levels we can see that the resonance peak
frequency value is smaller than that for a bladed disk without
dampers, which is owing to damper inertia added to the system.

Effects on the forced response of the parameters of damper
friction contact parameters: �i� friction coefficient and �ii� rough
surface contact stiffness coefficient are shown in Fig. 21. One can
see that the forced response becomes insensitive to the variation in
the contact stiffness coefficient value when it is higher than 104,
since the damper body flexibility is then dominant. Smaller fric-
tion coefficient values provide smaller resonance peak amplitudes
for the level of excitation and damper weight considered here: i.e.,
when the damper is heavy and reduction in the friction coefficient
increases time over a vibration period when the damper is slipping
and decreases time when it is stuck.

4.5 A Mistuned Bladed Disk With Dampers. For analysis of
the mistuned bladed disk with underplatform dampers the follow-
ing parameters were used: friction coefficient 0.3, contact stiffness
due to roughness 105 N /mm3, and excitation level—nominal
�i.e., f =1�. For the results plotted in Fig. 22 the forced response

Fig. 18 Comparison of predicted and measured maximum re-
sponse levels for individual blades for a case of 7EO without
dampers

Fig. 19 Effect of number of excitation harmonic applied simul-
taneously on the forced response

Fig. 20 Effect of excitation level on the forced response

Fig. 21 Effect of contact interface parameters of forced re-
sponse: „a… friction coefficient and „b… contact stiffness
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was calculated for two cases: �i� a case of five modal forces and
�ii� a case of 48 modal forces included in the analysis. For each of
these cases three levels of structural damping are studied.

One can see 48 modal forces produce higher response levels
although the difference is less than 20%. The effects of the under-
platform dampers on reduction in the resonance response are
dominant and the forced response levels differ a little for the
values of the structural damping factor analyzed: �=0.001, 0.005,
and 0.01. For the second resonance peak the background struc-
tural damping contribute significantly to the amplitude reduction.

Forced response of the mistuned bladed disk with dampers pro-
duced by different excitation levels is plotted in Fig. 23.

One can see that the dampers make the first resonance peak
response almost unaffected by variation in the excitation level, as
it was observed for a tuned bladed disk �see Fig. 20�, while the
second resonance peak is much more sensitive to excitation
variation.

The frequencies at which individual blades reach their maxi-
mum response levels and the values of these response levels are
plotted in Figs. 24 and 25, respectively. Comparing these plots
with those corresponding to the bladed disk without dampers �see
Figs. 17 and 18� one can see that the dampers significantly reduce
scatter in the values of response frequencies and levels.

5 Conclusions
In the paper, an integrated experimental-numerical study of

forced response for a mistuned bladed disk has been performed.
A full chain for the predictive forced response analysis has been

developed including data exchange between CFD code and a code
for nonlinear forced response prediction.

The experimental study of mistuned bladed disk vibration am-
plitudes has been performed in a wind tunnel with a full-scale
rotating bladed disk and aerodynamic excitation by nozzle guide
vanes. Measured parameters of gas flow on the inlet and outlet of

the turbine stage are used as boundary conditions in the CFD
analysis to calculate unsteady pressures and to determine modal
excitation forces and modal aerodynamic damping factors. Forced
response analysis is performed, using the aerodynamic data, for
two cases of the bladed disk design: �i� without underplatform
dampers and �ii� with underplatform dampers.

Comparison of experimentally measured and predicted values
for the mistuned bladed disk without dampers shows a good cor-
respondence between frequencies at which individual blades have
maximum values.

Numerical studies for a bladed disk with underplatform damp-
ers demonstrate, for the considered structure, little sensitivity of
the forced response resonance amplitude to the variation in the
excitation force. The resonance amplitude remains at an almost
constant value under tenfold increase of the excitation level.

It is shown that the underplatform damper significantly reduces
scatter in values of the individual blade response frequencies and
maximum forced response levels.

Fig. 22 Envelope of the mistuned forced response „7EO…

Fig. 23 Envelope of the mistuned forced response excited by
7EO with different levels of excitation

Fig. 24 Frequencies providing maximum response levels for
individual blades: a case of 7EO with dampers

Fig. 25 Maximum response levels for individual blades for a
case of 7EO with dampers
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The study indicates on possibility of using the state-of-the-art
predictive method for quantitative estimates of forced response
characteristics for mistuned bladed disks.
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Eddy Current Damping: A Concept
Study for Steam Turbine Blading
In gas and steam turbine applications a common approach to prevent the blades from
high cycle fatigue failures due to high vibration amplitudes is the usage of friction
damping elements. Besides the intended amplitude reduction this procedure also features
some possibly unwanted side effects like a shift in resonance frequencies due to stiffening
effects caused by the contact. Thus, as an alternative an eddy current based noncontact-
ing damping concept for the application in turbomachinery is investigated. In this paper
two different types of eddy current dampers are considered. Theoretical models for both
are established by applying electromagnetic-mechanical theory. The theoretical models
are compared with forced response measurements that are performed at a stationary test
rig. �DOI: 10.1115/1.3205032�

1 Introduction

Gas and steam turbine blades are subjected to high static and
dynamic loads due to thermal and centrifugal loads as well as
dynamic excitation forces. The resulting vibration amplitudes in
combination with the high static loads can lead to high cycle
fatigue failures. Thus, the avoidance of high cycle fatigue failures
is of great importance. To meet those concerns a common solution
is the usage of coupling devices such as underplatform dampers,
lacing wires, and tip shrouds, which provide additional damping
through energy dissipation in friction contacts. The disadvantage
of those friction dampers is that the design is complex since the
required physical contact parameters are difficult to evaluate and
alter under operating conditions through wear. Furthermore, the
coupling of the blades and in particular, the geometric properties
of the friction damping device changes the dynamic characteris-
tics such as eigenfrequencies and mode shapes. Sanliturk et al. �1�
investigated the damping effect of a wedge damper and observed
a considerable frequency shift depending on the normal load of
the damping element in addition to the intended amplitude reduc-
tion. Firrone et al. �2� investigated the damping effect of cylindri-
cal damping elements and stated that besides the intended ampli-
tude reduction the resonance frequencies are effected by the
damping device. Panning et al. �3,4� compared several underplat-
form damper geometries in numerical and experimental ap-
proaches. These analyses revealed that besides the contact param-
eters the geometry has a strong influence on the damped
resonance frequencies.

As an alternative solution a noncontact damping mechanism
based on eddy current damping is investigated. In this approach
eddy currents are generated in an electrical conductor through
movement relative to a permanent magnet. The interaction of this
current flow with the flux field produces a force that is propor-
tional to the velocity of the conductor such that linearized behav-
ior of the assembly corresponds to a viscous dashpot damper. By

this means a high damping potential can be achieved with very
little change in the dynamic characteristics of the undamped sys-
tem since no direct coupling occurs.

1.1 Review on the Eddy Current Damping Research. In
the field of braking technologies the retardation effect of eddy
currents has been known for a long time �5� and has been inves-
tigated in many cases to brake rotating structures �6,7�. In the
actual generation of German high speed trains �ICE 3�, a linear
eddy current brake is used in addition to conventional brakes. It
consists of electromagnets that can be lowered close to the rail
and therefore provides a retardation that does not depend on the
wheel-rail-contact and is free from wear �8�.

According to Sodano �9�, one main focus in the former research
on eddy current damping has been the suppression of lateral vi-
brations of rotors. For example Kligerman et al. �10� analyzed a
system very similar to an eddy current brake consisting of an
electrical conducting disk fixated at the rotor as to follow its ro-
tation and vibration, and a horseshoe magnet which induces a
magnetic field parallel to the rotor’s axis in the conducting disk.
They showed theoretically and experimentally that a considerable
amount of damping can be achieved but also stated that it could
lead to instability under specific operation conditions which would
happen due to the braking effect of that setup. By decoupling the
disk with a bearing from the rotation they eliminated the braking
effect and proved their assumption experimentally.

In the field of the eddy current based damping of structural
vibrations the damping concepts can be classified depending on
their functional principle. Graves et al. �11� compared in a theo-
retical approach the efficiency of two novel dampers for a vehicle
suspension system, one generating eddy currents due to a relative
motion between a magnet and a conductor referred to as “mo-
tional electromotive force �EMF�,” and the other one generating
eddy currents through a time-varying magnetic field linking a sta-
tionary conductor referred to as “transformer electromotive
force.” They stated that both principles could be used in vibration
damping but that in most cases motional EMF devices would
result in a higher efficiency when using the same conductor vol-
ume and the same maximum field strength. Kwak et al. �12� pro-
posed an eddy current based damping element for the suppression
of beam vibrations consisting of an electrical conductor fixated at
the tip of the beam and two permanent magnets, which are con-
nected with a flexible linkage to the beam in such way that the
conductor moves through the axial field between the two magnets
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in case of vibrations and, therefore, dissipates energy due to mo-
tional EMF. Tests revealed a considerable amplitude reduction for
different beam modes in a wide frequency range. However, the
damping element leads to an enormous change in the beam’s dy-
namic behavior as another DOF is added due to the additional
masses connected via a flexible linkage. Bae et al. �13� modified
the theoretical model established by Kwak et al. �12� and achieved
a good agreement between tests and simulation in time and fre-
quency domain. To the author’s knowledge, Sodano et al. �14�
have been the first who proposed a motional EMF device, which
utilizes the radial component of a cylindrical permanent magnet
for the vibration suppression of a beam. Contrary to previous
approaches magnet orientation and vibration direction are parallel
to each other resulting in a simple set up: A copper conductor is
fixated at the beam’s profile and a cylindrical permanent magnet is
placed in it’s vicinity in such way that the air gap between con-
ductor and magnet changes in case of vibrations inducing mo-
tional EMF �Fig. 1�. Tests revealed a considerable damping effect
with very little change in the beam’s dynamic behavior due to its
noncontacting operation method and low additional masses. The
simulations were in good agreement for small air gaps but with an
increase in the gap the approximation became less accurate. By
utilizing two magnets facing each other with their like-poles,
Sodano et al. �15� improved the damping effect up to critical
damping of the beam’s first mode. Ebrahimi et al. �16� proposed a
magnetic spring-damper consisting of two repellent permanent
magnets and a ring-shaped aluminum plate between them all lined
up coaxially. One magnet and the conductor plate are stationary,
whereas the other magnet executes an oscillating motion in case
of vibrations. Motional EMFs are generated due to the relative
motion of the conductor and the magnet, whereas transformer
EMFs are generated due to the change in flux density linking the
conductor caused by a modification of the magnets’ air gap. The
spring behavior arises due to the repulsive force between the two
magnets.

In further approaches, noncontact active control systems for the
vibration suppression based on eddy current effects have been
investigated. By placing the permanent magnet on a shaker, sens-
ing the beam’s deflection and controlling the magnet’s position
Sodano et al. �17� expanded their setup to a passive-active mag-
netic damper. In Refs. �18,19�, Sodano and Inman investigated a
noncontact magnetic control system based on an electromagnet,
sensing the beam’s velocity and controlling the electromagnet’s
feeding current. Tests revealed an amplitude reduction of about
97.5% for the first and 96.5% for the second bending mode.
Tonoli et al. �20� investigated a semi-active eddy current damper
based on transformer EMF for the damping of beam vibrations. It
consists of a stationary horseshoe electromagnet, which is fed
with constant voltage and an anchor fixated at the beam. In the
case of vibrations the air gap between magnet and anchor alters
and therefore changes the flux within the coil dissipating energy
via the induced current. The authors indicate a considerable damp-
ing effect but also state that this setup contains a negative me-
chanical stiffness, which has to be compensated with a spring to
guarantee stability.

In the field of eddy current damping of turbine blading different
approaches have been made. Ernst et al. �21� patented an applica-
tion for the damping of turbine blade vibrations based on eddy
currents. It consists of permanent magnets placed in the snubber
or shroud of turbine blades inducing eddy currents in adjacent
blades in case of vibrations and, therefore, damping the blades’
vibration without contact. Siewert et al. �22� also investigated the
damping of turbine blades using eddy currents. A test rig has been
set up to investigate the damping of beam vibrations. Forced re-
sponse measurements showed a considerable damping effect and
simulations were in good agreement with the experimental results.
Further numerical investigations concerning the damping potential
of a real turbine blade revealed an amplitude reduction of about
70% for a circumferential vibration mode caused by an engine
order six excitation.

In this paper two types of eddy current dampers for the damp-
ing of turbine blade vibrations are investigated. In the first con-
figuration energy dissipation is obtained by relative movement of
a permanent magnet with respect to a copper plate, initiating mo-
tional electromotive forces as already published in Refs. �14,22�.
In this paper the damping effect of that kind of assembly is inves-
tigated when acting relatively between two vibrating structures as
damping of complex vibration modes against the inertial frame is
difficult to realize on rotating machinery. Furthermore, another
eddy current damping element is proposed consisting of two as-
semblies each composed of a copper plate and a permanent mag-
net. In this case the relative movement of the permanent magnets
causes a time-varying magnetic field within the copper plates and
therefore generates transformer electromotive forces. A theoretical
model for the second damping concept is established resulting in
equivalent mechanical parameters and forced response measure-
ments and simulations are carried out to validate the setup.

2 Mathematical Model of Eddy Current Dampers

2.1 Equivalent Viscous Damping Coefficient of First
Configuration. The first damping configuration consists of a cy-
lindrical copper plate and a cylindrical permanent magnet, which
is axially polarized �Fig. 1�. To attain its damping effect cylindri-
cal coordinates are appropriate and a mathematical description of
the flux density of the magnet is required. The flux density can be
obtained in a concise form utilizing the magnetic vector potential
A. According to Lehner �23�, for a cylindrical permanent magnet
it consists only of a tangential component and reads as

A = Arer + A�e� + Azez = A�e�

�1�

A� =
�0M0

2�
�

−L/2

L/2
1

r
��r + rm�2 + �z − z��2 · ��1 −

k2

2
�K��

2
,k�

− E��

2
,k��dz�

where �0 denotes the magnetic permeability, M0 denotes the mag-
netization, rm denotes the magnet’s radius, k denotes the modul,
and E and K denote elliptic integrals of the first and second kind
�24� with

k2 =
4rrm

�r + rm�2 + �z − z��2

K��

2
,k� =�

0

�/2
1

�1 − k2 sin2 �
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0
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With the relation between the magnetic vector potential and the
flux density

Fig. 1 Schematic sketch of first damping configuration
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B = � � A �3�
the radial component of the flux density which is essential for the
damping mechanism reads as

Br = −
�A�

�z
= −

�0M0

2�
�

−L/2

L/2 �z − z��

r��r + rm�2 + �z − z��2

· �K − �1 +
k2

2�1 − k2��E�dz� �4�

According to Sodano �14� the resulting damping force in
z-direction for the first damping configuration is given by

Fd,1,z = −�
V

�vBr
2dV = − 2��v�

a1�t�+L/2

a1�t�+L/2+��
0

rc

rBr
2drdz �5�

where � denotes the conductivity, v denotes the conductor’s ve-
locity, and V denotes the conductor’s volume. When regarding
small vibrations compared with the air gap �a1�t�	a1 and there-
fore neglecting a change in the current position through the move-
ment

a1�t� = a1 + �a1�t� ⇒ a1�t� 	 a1 �6�

a linear viscous damping coefficient c1 can be defined as follows:

c1�a1� = 2���
a1+L/2

a1+L/2+��
0

rc

rBr
2drdz �7�

2.2 Equivalent Viscous Damping Coefficient of Second
Configuration. The second damping configuration consists of two
assemblies each composed of a copper plate and a permanent
magnet, which experience a relative motion in case of vibrations
�Fig. 2�. To obtain its damping behavior the description of the
magnetic vector potential and the magnetic flux density of two
equal permanent magnets whose like-poles face each other is re-
quired. The resulting magnetic vector potential Ares can be ob-
tained by superimposing the fields of the two magnets since lin-
earity is given

Ares = A�,rese� = �A�,1 + A�,2�e� �8�

The magnetic vector potential A�,1 equals the one of the first
configuration and is given by Eq. �1�. The magnetic vector poten-
tial of the second magnet can be derived from Eq. �1� when sub-
stituting the position of the magnet from the origin to its new
position,

z2 = z − �L + 2� + a2� �9�
and flipping the magnet’s orientation. It then reads as

A�,2 = −
�0M0

2�
�

−L/2

L/2
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r
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2

2
�K2��

2
,k2� − E2��

2
,k2��dz� �10�

with

k2
2 =

4rrm

�r + rm�2 + �z − �L + 2� + a2� − z��2

K2 = K��

2
,k2� �11�

E2 = E��

2
,k2�

Again, the radial component of the magnetic flux density can be
obtained by deriving the magnetic vector potential A�,res with re-
spect to z,

Bres,r = B1,r + B2,r = −
�

�z
A�,1 −

�

�z
A�,2

= −
�0M0

2�
�

−L/2

L/2 �z − z��

r��r + rm�2 + �z − z��2

· �K − �1 +
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2�1 − k2��E�dz�

+
�0M0

2�
�

−L/2
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k2

2

2�1 − k2
2�
�E2�dz� �12�

Due to the symmetrical composition of the damping element the
energy dissipated in the two copper plates is identical. Therefore,
to obtain the damping coefficient of the second configuration
caused by relative motion, the left assembly of magnet and copper
plate is considered as still standing �Fig. 2�, whereas the right
assembly is considered as moving with the velocity v. To derive
the damping coefficient the energy dissipated in the still standing
copper plate 1 is regarded. According to Kupfmüller et al. �25�, an
electric field Eind is induced which causes a current density J
when the copper plate with the conductivity � experiences a
change in the magnetic vector potential

J = �Eind = − �
dA

dt
�13�

Therefore, the conductor is affected by a Lorentz force Fl, which
reads as

Fl =�
V

J � BdV = −�
V

��dA

dt
� � BdV �14�

The total derivative of the vector potential A with respect to the
time for a point p of the stationary copper plate 1 can be simpli-
fied to

�15�

and therefore only depends on the velocity of the other assembly
v and the rate of change in the vector potential with respect to the
air gap a2. When taking into account that the vector potential of
the stationary magnet does not depend on the position of the mov-
ing magnet the partial derivative can be simplified to

�A�

�a2
=

�A�,1

�a2
+

�A�,2

�a2
=

�A�,2

�a2
= −

�A�,2

�z
= B2,r �16�

Hence, the resulting damping force which acts on the first copper
plate of the damping element when moving the second magnet
can be expressed by
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Fig. 2 Schematic sketch of second damping configuration
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Fd,2,z = 2��v�
L/2

L/2+��
0

rc

rB2,rBres,rdrdz �17�

which leads to an equivalent viscous damping coefficient

c2�a2� = 4���
L/2

L/2+��
0

rc

rB2,rBres,rdrdz �18�

when taking the heating in both copper plates into account.
Since the integrals which describe the flux distributions �Eqs.

�4�–�12�� do not have analytical solutions the estimation of the
damping coefficients can only be solved numerically. This is done
for the two configurations using an adaptive Lobatto quadrature
and using the parameters given in Table 1. Figure 3 shows the
equivalent viscous damping coefficients for both configurations
against the static air gap.

2.3 Equivalent Stiffness Coefficient of Second
Configuration. The second damping configuration consists of two
magnets facing each other with their like-poles. Hence, besides
damping effects conservative magnetic forces between the two
magnets occur. As those forces depend on the air gap they show
characteristics of a nonlinear spring element, which can be ap-
proximated with an equivalent stiffness coefficient depending on
the air gap.

To attain the magnetic force between the two magnets the mag-
netization of the second magnet can be substituted by an equiva-
lent current density Jm, which causes the same flux distribution as
the primal permanent magnet �26�. By this means again the mag-
netic force can be estimated with use of the Lorentz force �Eq.
�14��. The distribution of the equivalent current density Jm of the
second magnet equals its lateral surface and can be expressed
utilizing the well-known delta-function �di

Jm = − M0 · �di�r − rm�e�; L0 − L/2 
 z 
 L0 + L/2 �19�

where L0 denotes the distance between the magnets’ centroids

L0 = L + 2� + a2 �20�
Due to this the integral in the calculation of the Lorentz force can
be simplified yielding

Fmag =�
V

Jm � BdV = −�
L0−L/2

L0+L/2

M0�
0

2�

�rmd��e� � Bdz

�21�

which leads to a magnetic force in z-direction

Fmag,z�a2� = − 2�M0rm�
L/2+2�+a2

3L/2+2�+a2

Br�rm,z�dz �22�

When regarding only small changes �a2 at the static operating
point a2,stat, the magnetic force Fmag,z can be linearized by ex-
panding it in a Taylor series and neglecting higher-order terms,

�23�
where k denotes the equivalent stiffness coefficient of the second
damping configuration.

To estimate the equivalent stiffness coefficient against the static
air gap, the magnetic force Fmag is computed first by integrating
Eq. �22� numerically with the parameters given in Table 1 using
an adaptive Lobatto quadrature. To obtain the equivalent stiffness
coefficient �Fig. 4�, the partial derivative of the magnetic force
with respect to the air gap is computed using a differential quo-
tient.

3 Description of the Test Rig
The test rig is depicted in Fig. 5. It consists of a pair of dummy

blades which are made of creep resistant steel �X 20 CrMoV 12 1�
and which are clamped hydraulically on an isolation table, a
shaker, a laser scanning vibrometer, and the eddy current damping

Table 1 Parameters of the damping element

Symbol Value Unit Description

Br,max 1.21 T Residual induction
�0 4��10−7 �m kg /s2A2� Permeability �vacuum�

M0
Br,max

�0

�A/m� Magnetization

L 10 mm Magnet length
rm 7.5 mm Magnet radius
rc 12.5 mm Plate radius
� 3 mm Plate thickness
� 5.88�107 �1 /� m� Conductivity
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Fig. 3 Numerically estimated equivalent viscous damping for
both configurations
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Fig. 4 Numerically estimated equivalent stiffness coefficient
for second damping configuration

Fig. 5 Test rig consisting of two dummy blades, hydraulic
clamping, shaker, laser vibrometer, and damping element in
two configurations

052505-4 / Vol. 132, MAY 2010 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.96. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



element in two configurations. The first setup consists of two alu-
minum mounts, a samarium cobalt magnet �Sm2Co17� which is
glued into a threaded aluminum bushing, and a copper plate which
is glued on a threaded aluminum bolt. That way the damping
element can be fixated at the dummy blade with only little distur-
bance of the magnetic field through the surrounding iron material
of the dummy blades and the air gap can be adjusted gradually. In
the second setup permanent magnets in threaded bushings with
copper plates glued on are applied in both mountings. When mea-
suring the undamped system dummies of equivalent weight are
applied to eliminate the frequency shift due to the additional
masses.

To estimate the damping effect forced response, measurements
are carried out using a force controlled stepped sine excitation and
capturing the velocity of the blades with the vibrometer. Due to
the low internal damping of the dummy blades, a frequency res-
olution as high as �f =0.01 Hz is used resulting in an excellent
repeatability in amplitude and phase �Fig. 6�.

4 Forced Response Calculations
To validate the developed electromechanical model of the

damper, a numerical forced response analysis is performed and
compared with the measurements. The computation is based on a
modal description applied to the finite element model of the
dummy blade pair. Therefore, modal analyses of the dummy
blades with the different additional masses are carried out extract-
ing 20 eigenvalues �0,i and eigenvectors �i for the nodes at which
excitation, measurement, or damping takes place, comprised in
the concise modal matrix . The present eigenfrequencies of the
dummy blades without additional damping are identified with an
impact test. As the deviation between measured and computed
eigenfrequencies of the first bending modes is less than 3% �in-
fluence of moving mass of shaker� the modal base is adjusted to
the measured eigenfrequencies to guarantee optimal conditions to
evaluate the influence of the eddy current damping device. To
estimate the material damping a fraction of critical damping �
=1.41�10−4 is used for all modes, which is identified by applying
the half power method on the measurements in which no addi-
tional damping was applied. Since the measured response of the
system is the velocity, modal velocities are calculated using the
mechanical impedance:

v = �
i�E + diag�2�0,i�� + �TCmag� −
i

�
�diag��0,i

2 �

+ �TKmag���−1

�Tfe �24�

where Cmag denotes the viscous damping matrix which is obtained
when applying the equivalent viscous damping between two op-
ponent DOF on both dummy blades and Kmag denotes the addi-
tional stiffness matrix of the second configuration.

5 Comparison of Measurements and Simulations

5.1 First Configuration. In Fig. 7 the measured forced re-
sponse of the first damping element is depicted when varying the
static air gap a1. The response belongs to a measurement point at
the blade tip of the excited dummy blade and shows the response
in the frequency range of the first bending modes. The blue curve
corresponds to the system without the eddy current damper since
only dummy masses of equal weight are applied. When applying a
real damping element with an air gap a1=6 mm, a considerable
amplitude reduction can be observed. When decreasing the air gap
the amplitude reduction increases at first but reaches an optimum
with an air gap of a1=3 mm. A further decrease in the air gap
leads to a new peak, which differs slightly from the initial reso-
nance frequency and even increases more with smaller air gaps. It
is remarkable that the highest damping coefficient does not lead to
the least resonance amplification. Choosing the optimum an am-
plitude reduction in more than 20 dB from 215 mm/s to 18 mm/s
can be observed.

The simulated frequency response functions �FRF� are in good
agreement with the measurements. They show the same charac-
teristic curves and the amplitude reductions due to additional
damping fits well. Again an air gap of 3 mm leads to the lowest
resonance amplification and a further decrease in the air gap
causes an increase in amplitude with a frequency shift of about 0.3
Hz, which equals 0.25%.

To comprehend the observed phenomena of an optimal damp-
ing coefficient a consideration of the modes in the examined fre-
quency range is revealing. In Fig. 8 it is depicted that the dummy
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blades possess an in-phase and an out-of-phase bending mode
with very similar eigenfrequencies. Due to a small deviation of
the weight of both parts of the damping element in the first con-
figuration those modes degenerate into two modes, where only
one blade is mainly in motion. Therefore, when exciting the left
blade without additional damping its response is much stronger
because the corresponding mode shape �117.9 Hz� is mainly ex-
cited by the applied excitation. When installing a damper between
the two blades the excitation of the second blade increases due to
the damping force. Therefore, when decreasing the air gap the
second resonance appears as a small peak in the amplitude re-
sponse �cyan curve at approximately 117.6 Hz� which rises with a
further decrease. In the case of the least resonance amplification
the smoothest curve is present. A further increase in the damping
coefficient leads to a mode coupling of the two modes so that both
blades vibrate more in phase which results in less energy dissi-
pated and leads to a new resonance which is damped more weakly
and differs in its frequency. This is also in good agreement with
the measured and simulated phase response functions. The un-
damped system shows the steepest phase shift, with an increase in
the damping the phase shift flattens but when exceeding the opti-
mal damping the gradient increases again.

5.2 Second Configuration. In Fig. 9 the measured and simu-
lated forced responses for the second configuration are depicted.
They also belong to a measurement point on the left blade. Again
the blue curve corresponds to the undamped system. Here it be-
comes obvious that all damped curves consist of two maxima and
one minimum. The frequency of the first maximum rises slightly
with a decrease in the air gap, the frequency of the minimum and
the second maximum rises considerably. The amplitude of the
second peak decreases strongly, whereas the amplitude of the first
peak increases slightly.

These phenomena appear due to two additive effects. As de-
picted in Sec. 2.3 the effect of the second damping element can be
regarded as a parallel connection of a viscous dashpot damper and
a spring element with nonlinear characteristics. Therefore, when
exciting one blade and measuring its amplitude the second blade
acts as a damped vibration absorber since it is connected via a
stiffness and no external excitation is applied on that dummy
blade. This results in a maximum of in-phase motion of both
blades, a minimum where most vibration energy is located in the
second blade and a maximum of out-of-phase motion. When in-
creasing the coupling stiffness the frequency of antiresonance and
out-of-phase mode increase considerably whereas the frequency
of the in-phase motion only changes slightly.

Furthermore, the damping rises heavily with a decrease in the
static air gap. But since the damping element acts only relatively
between the two blades only the out-of-phase resonance can be
affected. When taking only the out-of-phase mode into account
for the estimation of the damping effect an amplitude reduction of
34 dB can be denoted. The observed phenomena also correspond
well with the phase response. In case of a large air gap, it is
dominated by the stiffness where the antiresonance corresponds to
a phase jump. With a decrease in the air gap the damping influ-
ence is superimposed.

The simulated forced response functions feature the same curve
characteristics consisting of an in-phase maximum, a minimum,
and an out-of-phase maximum and, therefore, correspond qualita-
tively with the measured FRFs. So the existence of the proposed
superposition of damping and stiffness effect could be shown.
However, a small deviation between simulation and measurement
has to be denoted: The frequencies of minimum and out-of-phase
maximum in the simulation are higher than the measured ones for
all air gaps. Besides this the amplitudes of the out-of-phase maxi-
mum are smaller for all air gaps. Hence, it has to be stated that
stiffness and damping coefficient are overestimated for this con-
figuration in the simulations. Therefore, further investigations
seem appropriate to improve the quality of modeling.

6 Conclusions
In this paper two types of eddy current based damping elements

for the suppression of turbine blade vibrations have been investi-
gated in a numerical as well as in an experimental analysis. The
first configuration consists of a permanent magnet and a copper
plate. In this paper the damping effect of that kind of assembly has
been investigated when acting relatively between two vibrating
structures as it is difficult to realize damping against the inertial
frame on rotating machinery. Forced response measurements were
taken out at a stationary test rig evaluating the damping effect in
this configuration. In simulations the eddy current damping effect
was estimated with an equivalent viscous damping coefficient,
which resulted in a good agreement between the forced response
calculations and the measurements. It revealed that for this test
assembly an amplitude reduction of more than 20 dB can be re-
alized with only a slight shift in resonance frequency of about
0.25%.

Furthermore, a second type of eddy current damping element
has been analyzed in this paper. It consists of two magnets facing
each other with their like-poles and two electrical conductors fix-
ated at the magnets’ front surfaces. In case of vibrations, those two
assemblies experience a relative motion causing a time-varying
magnetic field within the copper plates and, therefore, generating
transformer EMF which lead to energy dissipation. A theoretical
model of the proposed assembly has been established by applying
electromagnetic-mechanical theory resulting in an equivalent stiff-
ness coefficient to describe conservative magnetic forces and an
equivalent damping coefficient to describe nonconservative mag-
netic forces. The tests confirm the existence of conservative as
well as nonconservative magnetic forces, which lead to a consid-
erable amplitude reduction. Simulations utilizing the equivalent
parameters match qualitatively the forced response measurements.

Contrary to the previous studies on eddy current damping
where damping was realized against the inertial frame it became
apparent that in the case of a relative damping it is not the highest
damping coefficient which provides the least resonance amplifica-
tion. Those phenomena occur due to mode coupling effects caused
by the viscous damping and, therefore, depend strongly on the
vibrating structure indicating that the results may be transferred
with care on a cyclic structure. Hence, in future work further
investigations based on the results presented in Ref. �22� and in
this paper concerning the eddy current damping on cyclic struc-
tures will be considered.
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Assessment of Multiobjective
Genetic Algorithms With Different
Niching Strategies and
Regression Methods for Engine
Optimization and Design
In a previous study (Shi, Y., and Reitz, R. D., 2008, “Assessment of Optimization Meth-
odologies to Study the Effects of Bowl Geometry, Spray Targeting and Swirl Ratio for a
Heavy-Duty Diesel Engine Operated at High-Load,” SAE Paper No. 2008-01-0949),
nondominated sorting genetic algorithm II (NSGA II) (Deb, K., Pratap, A., Agarwal, S.,
and Meyarivan, T., 2002, “A Fast and Elitist Multiobjective Genetic Algorithm: NSGA-
II,” IEEE Trans. Evol. Comput., 6, pp. 182–197) performed better than other popular
multiobjective genetic algorithms (MOGAs) in engine optimization that sought optimal
combinations of the piston bowl geometry, spray targeting, and swirl ratio. NSGA II is
further studied in this paper using different niching strategies that are applied to the
objective space and design space, which diversify the optimal objectives and design
parameters, accordingly. Convergence and diversity metrics are defined to assess the
performance of NSGA II using different niching strategies. It was found that use of design
niching achieved more diversified results with respect to design parameters, as expected.
Regression was then conducted on the design data sets that were obtained from the
optimizations with two niching strategies. Four regression methods, including K-nearest
neighbors (KNs), kriging (KR), neural networks (NNs), and radial basis functions
(RBFs), were compared. The results showed that the data set obtained from optimization
with objective niching provided a more fitted learning space for the regression methods.
KNs and KR outperformed the other two methods with respect to prediction accuracy.
Furthermore, a log transformation to the objective space improved the prediction accu-
racy for the KN, KR, and NN methods, except the RBF method. The results indicate that
it is appropriate to use a regression tool to partly replace the actual CFD evaluation tool
in engine optimization designs using the genetic algorithm. This hybrid mode saves
computational resources (processors) without losing optimal accuracy. A design of ex-
periment (DoE) method (the optimal Latin hypercube method) was also used to generate
a data set for the regression processes. However, the predicted results were much less
reliable than the results that were learned using the dynamically increasing data sets
from the NSGA II generations. Applying the dynamical learning strategy during the
optimization processes allows computationally expensive CFD evaluations to be partly
replaced by evaluations using the regression techniques. The present study demonstrates
the feasibility of applying the hybrid mode to engine optimization problems, and the
conclusions can also extend to other optimization studies (numerical or experimental)
that feature time-consuming evaluations and have highly nonlinear objective spaces.
�DOI: 10.1115/1.4000144�

1 Introduction
More stringent emission regulations and increasing petroleum

prices are requiring the engine industry to seek optimum engine
designs. As a result, many advanced combustion concepts
emerged and were applied to engine designs recently such as pre-
mixed charge compression ignition �PCCI� �1� and modulated ki-
netics �MK� �2� engines. These advanced strategies use many pa-
rameters �injection pressure, number of injection pulses, EGR
rate, boost, etc.� to fine tune the combustion process in order to
achieve ultra-low emissions and fuel consumption. The vast num-
ber of variables in these combustion strategies results in a large

number of iterations required to achieve an optimal engine design.
Therefore, the expense of experimentally optimizing and calibrat-
ing engine designs is becoming more and more costly.

With the increasing prediction ability of engine simulation
tools, engine design aided by relatively low cost CFD modeling is
becoming more popular in both industry and academia. Because
of their simplicity, applicability, and parallel ability, genetic algo-
rithms are widely applied in optimizing engineering design. For
example, Wickman et al. �3� and Bergin et al. �4� used a single
objective genetic algorithm to optimize engine systems, and
achieved improved combustion and reduced emissions for small
engines. Genzale et al. �5� and Shi and Reitz �6� optimized heavy-
duty engines under different operating conditions using different
multiobjective genetic algorithms �MOGAs�. In their studies, the
KIVA CFD code with a relatively simple and efficient combustion
model �characteristic time combustion model� was employed to
evaluate engine performances, and the optimization processes
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were terminated at a certain generation, based on the previous
experience.

Using a single objective genetic algorithm, the convergence of
the optimization process can be monitored by observing the
monotonically increasing or decreasing objective function only.
But for a MOGA, it is impossible to justify the convergence of the
optimization process by just observing one or even a few objec-
tives. Instead, all objectives need to be considered systematically.
Therefore, it is necessary to define an explicit convergence curve
that is produced during the optimization process for using MO-
GAs in engine optimization. In addition, from the viewpoint of
designers, in most cases, more diversified designs are desirable,
and this can be achieved by implementing a niching method to the
original MOGA. In order to assess the diversity of the optimum
results in either objective or design space, a diversity metric is
also needed.

In the study of Shi and Reitz �6,7�, a MOGA, NSGA II �8�, was
found to perform better for engine optimization in terms of effi-
ciency and optimality of the results, and an efficient multidimen-
sional CFD tool with detailed chemistry was also developed �9,10�.
Combining the efficient algorithm and the CFD tool with the effi-
cient chemistry solver, engine optimization using CFD tools with
detailed chemistry becomes practical, but the calculation still re-
quires a large number of processors. In order to further save com-
putational resources, several regression methods were compared
in the present study to assess their capacity of partly replacing real
evaluations from the CFD tools. It was found that a dynamical
learning strategy is able to maintain prediction accuracy using
selected regression methods. Details of optimum engine designs
are therefore not the main subject of this paper. Focus is placed on
the discussion of optimization and regression methods to improve
efficiency and to save computational resources for engine optimi-
zation problems.

2 Models and Methodologies

2.1 Pareto Optimum and NSGA II With Different Niching
Strategies. Typical engineering design problems always involve
multiple possibly contradicting objectives, in which optimizing
one of the objectives usually results in deteriorating the others.
Thus, it is necessary to define the term “optimum.” The notion of
optimum that is most commonly adopted is referred as the Pareto
optimum, as in Ref. �11�. As illustrated in Fig. 1, the solid sym-
bols consist of Pareto optimal cases because they are not outper-
formed by other cases �open symbols� in this problem, which aims
to minimize both objectives. A strict mathematical definition of
the Pareto optimum can be found in Ref. �11�. It can be stated that
there are two goals in multiobjective optimizations: �1� to find a

set of solutions as close as possible to the Pareto optimal front,
and �2� to find a set of solutions as diverse as possible.

The first goal is obvious in the sense that better solutions are
always desired. The second goal can be further explained by an
example of engine optimization. For instance, in-cylinder clean
combustion techniques are usually combined with aftertreatment
methods for the reduction in emissions. In this case, optimal so-
lutions of in-cylinder combustion can guide the selection of after-
treatment devices. This requires that the optimization process pro-
vides solutions with diversified objective functions such as
emission results. However, under other circumstances, more di-
versified parameters of the solutions indicate that it is more likely
to obtain a design that can minimize the changes to the current
baseline design in order to save redesigning costs such as the
piston geometry of engines. The diversity of optimal designs may
focus on different aspects �either on the objective space or design
space�, based on the requirements of customers and designers.
This can be achieved by performing different niching strategies
with MOGA, as shown next.

NSGA II employs both the elite-preserving strategy, as well as
an explicit diversity-preserving mechanism. The algorithm first
randomly generates a predefined size �N� population, which un-
dergoes conventional selection, crossover, and mutation proce-
dures to produce offspring for the next generation. From the sec-
ond generation, the parent generation �size N� competes with its
offspring generation �size N� to introduce elitism. In this proce-
dure, the crowding tournament selection is used, and two rules are
applied to the selection operator: �1� Solutions with higher ranks
are given preference to be selected, and �2� if they have the same
rank, the less crowding distance cases are assigned a higher pri-
ority. The second rule is essentially equivalent to the niching strat-
egy in many other MOGAs, such as the adaptive range multiob-
jective genetic algorithm �ARMOGA� �12�. Although it is applied
with different methodologies in different MOGAs, the niching
strategy is a method that can detect whether optimal designs are
forming a crowded cluster, and if so, to guide the MOGA to pro-
duce more diversified designs based on the previous information.

Figure 1 illustrates the concepts of rank and crowding distance.
As shown in this figure, the solid circles are the Pareto cases that
dominate �outperform� other cases. However, they do not domi-
nate each other, and thus, they form a nondominated front, defined
as the first rank. The same procedure can be applied to the rest of
the solutions to find a second rank, and so on until every solution
is assigned a rank. The crowding distance is defined by the aver-
age distance of a solution to its nearest neighbors. For example,
the crowding distance of solution i in Fig. 1 is the average side
length of the rectangle �the dashed box�. The mathematical defi-
nition of the crowding distance can obviously be applied to higher
dimensions, although it is only shown in a 2-D plot here for a
clear view. Therefore, N populations will be selected from 2N
combined populations based on the aforementioned competition
rules. In this way, a crowded cluster of solutions can be prevented
from evolving into the next generation, and the optimal solutions
can be distributed on the Pareto front more uniformly. In the origi-
nal NSGA II �13� source code, such niching strategy is applied to
the objective space, which ensures that diversified objective func-
tions are produced during the optimization process. In the present
study, the NSGA II source code has been modified to integrate the
niching strategy to the design space so that more diverse design
parameters can be expected. It was thought that performing both
niching strategies concurrently to the objective and design spaces
would reduce the optimization efficiency, and thus, either the ob-
jective niching or the design niching was performed for each of
the case studies as follows.

2.2 Convergence and Diversity Metrics

2.2.1 Convergence Metric. Observation on the movement of
the Pareto front as the optimization proceeds indicates if the op-
timization process moves towards convergence. However, if the

Fig. 1 Illustrations of Pareto solutions, ranking, and crowding
distance
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number of objectives exceeds three, the visualization of the Pareto
front becomes impossible. Therefore, a convergence metric of the
optimization process using MOGAs has to be defined in order to
better monitor the optimization process. Equally speaking, defin-
ing a convergence metric can be regarded as reducing the dimen-
sionality of the Pareto front to one dimension. The present study
adopted the method of Deb and Jain �14�, which was also modi-
fied for the current engine optimization study, and the method is
described in the following steps.

1. Identify the Pareto �nondominated� solutions of each genera-
tion that has been done, and those n solutions form a solu-
tion pool P.

2. From the second generation, the Pareto solutions of the cur-
rent generation can be compared with solutions in the pool P
that is formed by the previous generation�s� in Step 1. For
each Pareto solution of the current generation, calculate the
smallest normalized Euclidean distance to the n solutions of
the pool P using

di = min
j=1

n ��
k=1

M � fk,i − fk,j

fk
max − fk

min�2

�1�

where M is the total number of objectives, and fk
max and fk

min

are the maximum and minimum values of the k-th objective
from all n solutions in the pool P, respectively.

3. A convergence metric is determined by averaging the nor-
malized distance for all nn Pareto solutions of the current
generation

CN =
1

nn�i=1

nn
di �2�

4. In order to keep the value of the convergence metric within
�0,1�, �0,1� is normalized by its maximum value after all N
generations, being assigned a convergent value from Step 3,
that is

C̄j = Cj/max�Ci,i = 1, . . . ,N�, j = 1, . . . ,N �3�
Usually, the maximum value is from the beginning
generations.

2.2.2 Diversity Metric. In order to assess the diversity of the
Pareto solutions in either the objective space or design space, a
corresponding metric is needed. Although more complicated
methods were employed in Refs. �14,15�, this paper introduces a
simplified method for measuring the diversity, which is proper for
the present engine optimization and similar engineering problems
as well. Taking the objective space for example, the method di-
vides the space into many subgrids based on the user-specified
spans, and if more subgrids contain sole or few Pareto solutions,
the results are deemed to be more diverse. As further illustrated by
Fig. 2, the set of the Pareto solutions in the left figure is better
than the right one in terms of the diversity of the two objectives.
The method can also be extended to study more objectives. How-
ever, since the number of Pareto solutions is usually of the order
of 100 in typical engine optimization problems �5–7�, it is sug-
gested that the number of studied objectives should not exceed 3,

and the number of spans of each objective should not exceed 10,
in order to keep the total subgrids of the order of 1000. Obviously,
the same method can be applied to investigate the design space as
well.

To further quantify the diversity metric, different weights are
assigned to the subgrids that contain different numbers of Pareto
solutions, and these subgrids containing fewer solutions are given
higher weights �1 /n, where n is the number of Pareto solutions
that are located in that grid�. Therefore, the averaged weighting
summation for all subgrids that include the Pareto solutions rep-
resents a quantified diversity metric, and a larger value indicates
more diversified solutions �maximum value is 1�.

2.2.3 Regression Methods. Using regression methods, re-
sponse surfaces of the objective functions to the design param-
eters can be built based on the knowledge learned from existing
data sets, and then the response surfaces can be employed to ap-
proximate the objectives of a design corresponding to the value of
the design parameters. If a design that is evaluated experimentally
or numerically with designing software, e.g., KIVA, is defined as
a real design, the one that is evaluated based on the response
surfaces built from regression methods can be regarded as a vir-
tual design, accordingly. Using the same inputs of design param-
eters, the closer the objectives of the virtual design are to those of
the real design, the better the regression method is. It is expected
that regression methods that produce reliable virtual designs �with
much less cost� can partly replace the functionality of CFD tools or
experiments in engineering optimization problems if the confi-
dence of the fidelity of such methodology can be proved through
an a priori study. Four regression methods, including K-nearest
neighbor �KN�, kriging �KR�, neural network �NN�, and radial
basis function �RBF� methods, were used to explore their capacity
of data mining for engine optimization. They were chosen because
of their popularity �16–19�, and also due to the fact that they
were integrated into the commercial optimization software
MODEFRONTIER

™ 4.0 �20�, which was used in the current study. A
detailed mathematical description of these regression methods is
not the subject of this paper, and thus, only brief introductions are
given.

The KN method is a very simple regression method, which
estimates the value of the objective functions of the evaluated
design based on its KN designs �10 in this study�. The distance
between the evaluated design and its neighbors can be used to
weight the neighbors’ contribution, so that the nearer neighbors
contribute more to the average than the more distant ones. The
method is not computationally intensive, so it is suitable also for
very large databases, i.e., greater than 1000. But it is poorly in-
formative and highly localized on small data sets, and thus, its
prediction ability is limited, especially for data extrapolation. KR
belongs to the family of linear least-squares estimation algo-
rithms, and was originally the main tool for making previsions
employed in geostatistics �named after Professor Daniel Krige�.
Its behavior is controlled by a covariance function, called a vari-
ogram �Gaussian in this study�, which rules the correlation be-
tween the values of the function at different points. A function can
be rougher or smoother, can exhibit large or small ranges of varia-
tion, can be affected by a certain amount of noise, and all these
features can be embodied in a variogram model �20�. The KR
method is particularly applicable for highly nonlinear responses,
but it is relatively computationally expensive. The neural network
methods have been widely and successfully applied to engineering
problems. The one available in MODEFRONTIER

™ 4.0 is based on
classical feed forward NNs with one hidden layer, and with an
efficient Levenberg–Marquardt back propagation training algo-
rithm. The initialization of the network’s parameters is based on
the proper initialization approach by Nguyen and Widrow �20,21�.
RBFs are a powerful tool for multivariate scattered data interpo-
lation. The values of those functions only depend on the distance
from a specified reference origin, and representative RBFs are
Gaussian �used in this study�, multiquadric, polyharmonic spline,

Fig. 2 Illustration of diversity metric
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and thin plate spline functions. They can be used to build an
approximation function that is represented as a sum of N radial
basis functions, each associated with a different center and weight.
The weights can usually be estimated based on linear least-
squares.

3 Results and Discussion

3.1 Results of Convergence and Diversity Metrics. Optimi-
zation results from using KIVA3V2 �22� and NSGA II with two
niching strategies are compared in terms of their convergence and
diversity metrics and performance. Discussion of the submodels
of the KIVA3V2 code and the algorithm relevant parameters of
NSGA II is found in Refs. �6,7�. The population size was set to 24,
and a total of 51 generations were evaluated for each group, which
corresponds to 1224 cases. Typical operation run time was 25
days for a complete optimization cycle on 24 processors of an SGI
Origin 2000 �6�. Nine design parameters were optimized in order
to obtain optimum designs with three improved objectives �re-
duced NOx, soot emissions, and the fuel consumption indicated by
gross indicated specific fuel consumption �GISFC�� for a heavy-
duty diesel engine, operated under high-load. The nine design
parameters include the start-of-injection timing �SOI�, swirl ratio,
spray angle, and six other parameters that define the piston geom-
etry using an automated grid generator, Kwickgrid �3�. The details
of these parameters can be found in Ref. �6� as well.

Figure 3�a� shows normalized convergence metrics using ob-
jective niching and design niching. The fluctuations that appear in
both curves imply that the later generations in the optimization
process do not necessarily produce solutions better than the pre-
vious ones. However, in general, the value of the convergence
metric becomes smaller as the optimization proceeds. It is seen
that both optimization processes converge very fast �in the first ten
generations�, and after about 20 generations, the curves become
relatively flat, which indicates that the Pareto front does not move
significantly from generation 20 to the end of the optimization. To
further illustrate this, Pareto fronts in the objective space of gen-
erations 20 and 51 for the two niching strategies are depicted in
Figs. 3�b� and 3�c�, respectively. It is observed that the Pareto
fronts of generation 20 and 51 overlap in many places, and their
relative locations with respect to the origin are very close as well.
The consistency in Figs. 3�a�–3�c� also proves the fidelity of the

present method of calculating the convergence metric for MO-
GAs. Figure 3 also concludes that the objective niching and the
design niching perform similarly in terms of their convergent
rates. The results discussed here reveal the significance of dy-
namically generating the convergence metric in optimization, be-
cause the designer can have sufficient confidence to terminate the
optimization process if it is seen that further evaluations are
redundant.

Since the study of convergence metrics of the two niching
methods merely represents their historic performance �comparison
between the later generations and previous generations�, it is im-
portant to also compare the two methods directly in terms of the
optimality of their Pareto solutions. The same method described in
Ref. �7� was used to assess their performance by comparing two
quantities. The mean distance to the Pareto front �MDPF� indi-
cates how close the current Pareto front is to the ideal set of
optimum solutions, and the smaller the better. The number of
Pareto solutions �NPS� shows how many Pareto solutions have
been produced so far, and a larger value is desirable. The com-
parison is given in Fig. 4, which shows that the two niching meth-
ods perform closely with respect to these two quantities, although,
it is seen that the design niching method generated slightly better
results since its MDPF values are a little smaller than those with
objective niching.

Fig. 3 Comparison of „a… convergence metric, „b… Pareto front from the
optimization using the objective niching, and „c… Pareto front from the opti-
mization using the design niching

Fig. 4 Comparison of performance
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The diversity metric was analyzed based on the values of the
objectives and design parameters of the Pareto solutions of the
optimizations using the two niching methods. For the objectives,
the investigated ranges were determined automatically by the
maximum and minimum values of that objective from all Pareto
solutions, up to the current generation, and the ranges were dis-
cretized with ten spans �this corresponds to 1000 grids in the
three-dimensional objective space�. For the design parameters, the
investigated boundaries were prespecified prior to the optimiza-
tion, and in this paper, only three parameters, which are the SOI,
swirl ratio, and spray angle, were analyzed. Because the investi-
gated range of the start of injection was limited to �12 to �15
aTDC �6�, it was discretized by three spans, and ten spans were
used for the other two parameters, which are in ranges of 0.5–2.0
and 60.0–85.0 for swirl ratio and spray angle, respectively �6�.

Figure 5�a� shows that the diversity metrics in the objective
space for the two niching methods are close, which further indi-
cates that using both niching strategies can produce similar sets of
Pareto solutions with respect to the diversified objectives, i.e.,
emissions and fuel consumption. But by simply altering the ob-
jective niching to design niching, the optimization process pro-
duced more diversified designs, as seen in Fig. 5�b�. At the end of

the optimization for objective niching, there was no grid in the
design space containing just one Pareto solution, and there was
one grid containing two Pareto solutions, and the undesirable re-
sult was that 27 Pareto solutions were clustered on one grid. For
the design niching, there were six grids containing only one
Pareto solution, and a maximum of 14 Pareto solutions were
found in one grid. The results proved the superiority of design
niching when implemented into the NSGA II code.

3.2 Comparison of Regression Methods. Four regression
methods were tested, and data sets calculated from KIVA were used
to train those regression methods in order to generate correspond-
ing response surfaces that reflect the relationships between the
design parameters and the objectives. Predictions of an entire GA
generation �24 cases with the present population size�, based on
the response surfaces �virtual design�, were compared with the
results calculated by the KIVA code �real design�, and the relative
errors between the objectives of the virtual and real designs were
used to quantify the performance of each regression method. To
gain more statistical information, the mean, maximum, median,
and minimum values of the error are reported, as well as the
standard deviation of the error.

Fig. 6 Comparison of regression methods trained with a data set gener-
ated with a DoE method: „a… mean %error for GISFC, „b… mean %error for
NOx, „c… mean %error for soot, and „d… legend

Fig. 5 Comparison of „a… diversity metric in the objective space, and „b…
diversity metric in the design space
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As a preliminary test, a design of experiment �DoE� method,
the optimum Latin hypercube method, was used to produce a set
of design parameters. A total of 120 cases were created based on
the investigated range �6� of the design parameters, and KIVA code
was first run to obtain the objectives of these cases. This process
created a data pool �more uniformly distributed than the GA gen-
erated data pool� to train the regression methods. Since KIVA
results are available from the previous optimization studies, sev-
eral generations were selected to test the performance of the re-
gression methods, and without losing generality, only generations
from the group using objective niching are considered here. Ac-
cording to Brahma et al. �18� and the authors’ experience, a loga-
rithmic transformation �similar to the concept of Box-Cox trans-
formation �23�� was applied to the objectives, i.e., the objectives
�NOx, soot, and GISFC� of the trained data set were transformed
by a logarithm function, and correspondingly, the predicted results
based on this data set need to undergo a power of ten transforma-
tions before comparing with KIVA results. It is noted that the val-
ues of soot emissions ranged from 10−3 g /kg to 101 g /kg of fuel
in the present study, and if a logarithmic transformation was di-
rectly applied, the resulting values could be negative and positive.
In the authors’ experience, this deteriorates the prediction accu-
racy of the virtual designs, and thus, the logarithm transformation
for soot emissions was given by

sootlog = 1 − log�soot�

to ensure positive soot values after logarithmic transformation.
Another advantage of using this formula is that it prevents unre-
alistic negative soot values from being produced for the virtual
designs.

The generated response surfaces, using the four regression
methods, were used to predict the objectives for the cases from
five generations �11, 21, 31, 41, and 51� of the group using the
objective niching, and only the mean errors were reported here. It
is seen in Fig. 6 that the mean error of the GISFC is the smallest,
which implies that the relationship between the GISFC �i.e., en-
gine power since the amount of injected fuel was fixed� and the
design parameters is less complicated than that of emissions, and
thus, can be well captured by the regression methods. The com-
plicated influences of the design parameters on the soot emissions
cause unsatisfactory prediction accuracy, as shown in Fig. 6�c�. In
general, the mean errors of all regression methods for each objec-
tive are of the same order of magnitude, and the RBF method
performs slightly better than the others on the emissions, which
could be due to its suitability for scattered data �generated by DoE
here� interpolations. Further observation shows that the imple-
mentation of the logarithm transformation improves the prediction
accuracy for most of the cases, especially for soot emissions, al-

Fig. 7 Comparison of regression methods trained with data sets from the
optimization process using different niching strategies: %errors of GISFC,
„a… mean %error, „b… maximum %error, „c… median %error, „d… minimum %er-
ror, „e… standard deviation of the %error, and „f… legend
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though this is not true for the RBF method, which could be due to
the use of the Gaussian function �the exponential transformation is
already applied intrinsically� in the RBF.

As stated before, the ultimate goal is to explore the feasibility
of using a regression method to partly replace actual computation-
ally expensive CFD simulations. The next comparisons aim at this
purpose, and the methodology is described as follows.

As can be seen in Fig. 6, the prediction accuracy of the emis-
sions is not satisfactory for replacing a part of the real CFD simu-
lations. This can be understood, because it is somewhat unreason-
able to expect that 120 DoE-generated designs with nine
parameters over such wide ranges can reveal all complicated re-
lationships between the design and objective spaces for the cur-
rent engine design problem. However, the inherent characteristics
of the genetic algorithm provide a method for possible improve-
ment of utilizing regression methods. Since any of the cases in a
GA generation inherits design features from the previous genera-
tions, it is expected that this could benefit the learning process of
regression methods if all previous generations were trained to
form the response surfaces, which are then used to predict the next
generation.

It is also of interest to compare results trained on these two
niching groups to investigate how the niching method influences
the training process by producing different data pools for the re-

gression methods. The logarithmic transformation helped to im-
prove the prediction accuracy for the KN, KR, and NN methods,
and thus, it was adopted for them, but for the RBF method, no
transformation was applied.

Statistical studies of the relative errors between virtual designs
predicted by the regression methods and the real designs from
KIVA simulations are reported in Figs. 7–9 for GISFC, NOx, and
soot, respectively. Five generations �11, 21, 31, 41, and 51� were
analyzed for each group. For each analyzed generation, all of its
previous generations were used as the training data set. The solid
lines with solid symbols represent the error of the regression
methods trained with the data set from the optimization process
using objective niching, and the dashed lines with open symbols
represent design niching.

Compared with the results of Fig. 6, the regression methods
trained with data sets from the optimization processes show a
similar trend that the mean error of GISFC is the smallest, and is
followed by NOx and soot. But the absolute values of the mean
errors are much smaller, which indicates that it is important to
dynamically learn previous data sets in order to better predict the
next. Results predicted using regression methods trained with the
data set from the optimization process using objective niching are
much better than those with design niching. This is most likely

Fig. 8 Comparison of regression methods trained with data sets from the
optimization process using different niching strategies: %errors of NOx, „a…
mean %error, „b… maximum %error, „c… median %error, „d… minimum %error,
„e… standard deviation of the %error, and „f… legend
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due to the proximity of designs in the data set using objective
niching since it is also seen in the figures that the KN method
�indicated by the black squares� performs the best in most of the
cases, followed by the KR method. It is conjectured that the per-
formance of interpolation of the regression method is more impor-
tant than that of extrapolation, if it is trained with data sets from
the MOGA optimization processes. Figures 7–9 also show that the
errors increase with the size of the trained data set, especially for
the NN and RBF methods. A possible cause is bad fitting or over-
fitting data, which could be more likely produced as the size of the
trained data set increases, and the exact reason still needs further
exploration in order to determine the size of the data set for better
dynamic training. Furthermore, different from training with a scat-
tered data set in Fig. 6, the RBF method did not predict satisfac-
tory results. The NN method behaved unexpectedly poor in the
prediction of soot emissions. Another important finding is that for
all objectives, the median errors are less than the mean errors. The
median errors of the KN and KR methods are below 1%, 5%, and
15% for GISFC, NOx, and soot, if they are trained with the data
sets from the optimization using objective niching, as shown in
Figs. 7�c�, respectively. This indicates that half of the real KIVA

simulations could be possibly replaced by virtual designs pre-
dicted using a reliable regression method, which promises savings
in computational resources.

Remaining questions are: �1� Does the computational expense

of using a regression method could exceed that of KIVA evalua-
tions because the number of trained cases increases as the optimi-
zation proceeds? �2� Prior to each generation, how can one deter-
mine which cases are calculated from the regression methods, and
which should use KIVA in order to minimize the errors? Having
the concern of the computational time, it was observed that by
using the response surface methods �RSMs� package of
MODEFRONTIER

™ 4.0, the learning time of the KN method and the
KR method increases approximately linearly with the number of
trained data, and is about quadratic for the RBF method, and cubic
for the NN method. However, even with over a thousand cases,
none of the learning times exceeded the running time of KIVA

cases. This means that just one processor is needed to complete
learning and evaluation of N virtual designs, and thus, N−1 pro-
cessors can be saved for every generation. Regarding the second
concern, error control should be based on the proximity of the
cases in the current generation to the trained previous cases. It is
unnecessary to fix the number of virtual designs in each genera-
tion. Instead, it can be determined adaptively, based on the prox-
imity. The detailed methodology will be the subject of the fol-
lowup research.

4 Conclusions
This paper explores engine optimization processes using a

MOGA, NSGA II, together with different niching strategies. Con-

Fig. 9 Comparison of regression methods trained with data sets from the
optimization process using different niching strategies: %errors of soot, „a…
mean %error, „b… maximum %error, „c… median %error, „d… minimum %error,
„e… standard deviation of the %error, and „f… legend
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vergence and diversity metrics were defined to better monitor the
optimization process and to analyze the optimum results. Four
regression methods such as KN, KR, NN, and RBF, were assessed
in order to explore the feasibility of using results predicted from
the regression methods to partly replace real CFD evaluations.
Conclusions are as follows.

1. The niching strategy does not influence the performance of
NSGA II in terms of convergence and optimality of the re-
sults. The present convergence metric is able to indicate
when the optimization process can be terminated. Using de-
sign niching, more diversified design parameters were pro-
duced, as shown by the diversity metric.

2. When trained by a data set generated by a DoE method,
investigated regression methods could not produce satisfac-
tory results. However, by dynamically learning from all pre-
vious generations in the GA optimization process, regression
methods, especially the KN and KR methods, predicted re-
sults in good agreement with KIVA evaluations for the next
generation. A logarithm transformation in the objective
space improved the prediction accuracy for the KN, KR, and
NN methods, but not for the RBF method. These findings
promise a proposed methodology that part of the real evalu-
ations can be replaced by virtual designs through learning
from previously existing data. The methodology of deter-
mining which cases are suitable for evaluation by the regres-
sion method still needs further study.
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Nomenclature
DoE � design of experiment
EGR � exhaust gas recycle

GISFC � gross indicated specific fuel consumption
KN � K-nearest neighbors
KR � kriging

MDPF � mean distance to the Pareto front
MK � modulated kinetics

MOGA � multiobjective genetic algorithm
NN � neural networks

NPS � number of Pareto solutions
NSGA II � nondominated sorting genetic algorithm II

PCCI � premixed charge compression ignition
RBF � radius basis functions
RSM � response surface method
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A Numerical Investigation of
Transient Flow and Cavitation
Within Minisac and
Valve-Covered Orifice Diesel
Injector Nozzles
Cavitating flow within diesel injector passages has been investigated numerically using
the homogeneous equilibrium model (HEM), which uses the barotropic assumption and
the variable speed of sound of the mixture. To apply the HEM, the KIVA-3V code was
modified to implement a generalized equation of state, and injector needle movement is
simulated by the arbitrary Lagrangian-Eulerian (ALE) approach and the snapper algo-
rithm. It is demonstrated that the model can predict the effect of nozzle passage geometry
on the flow structure and cavitation. The model is able to reproduce the transient fuel
injection rate as a function of the needle lift profile. Special interest is focused on the
transient behavior during the nozzle closing period, which shows that the fast decrease in
flow rate can increase the cavitation in the nozzle passage. The effects of the pressure
difference and environment pressure on cavitation augmentation at the end-of-injection
were also investigated. Flow characteristics due to different shapes of the nozzle flow
passage in axisymmetric single hole nozzles and multihole nozzle configurations (minisac
and valve-covered orifice eight-hole nozzles) were compared with emphasis on the end-
of-injection period. �DOI: 10.1115/1.4000145�

1 Introduction

Increase of injection pressure and precise control of the injec-
tion event have contributed greatly to the reduction in pollutant
emissions from diesel engines. As the injection pressure in the
diesel injector increases, the flow velocity increases and the high
speed flow and curved streamlines reduce the static pressure be-
low the vapor pressure and can cause cavitation to occur.

Since cavitation reduces the maximum attainable flow rate and
may damage the nozzle surface by erosion, there has been much
research to investigate the mechanisms of cavitation initiation and
its development with the aim to find optimal geometries to mini-
mize cavitation. Cavitation also influences the spray process, and
for the spray modeling the existence of cavitation increases uncer-
tainty about the initial conditions at the nozzle exit.

Even though experimental efforts have substantially helped re-
veal the mechanism of cavitation �1�, most of them simply visu-
alize the flow inside an increased size injector and operate under
the condition of reduced pressure difference. Therefore, the ex-
tremely high speed flow inside a real-sized injector has been a
challenging topic largely confined to computational analyses.

Several approaches have been proposed for the simulation of
highly transient, cavitating flow. One of them is the single-fluid
approach. Based on the homogeneous equilibrium model of Wallis
�2�, a barotropic equation of state of the mixture of fuel vapor and
liquid is established. The method treats the two-phase mixture as
one compressible fluid. This HEM has been applied to simulate
cavitation phenomena in the two-dimensional nozzle passage ge-
ometries by Schmidt et al. �3,4�. Their study introduced novel
features like higher-order time marching, highly accurate convec-

tion schemes, and Navier–Stokes characteristic boundary condi-
tions �NSCBCs� �5�. The HEM method was successfully imple-
mented into the KIVA code and developed as a code named CAVIF

�6,7�. Using the code, three-dimensional computations with needle
movement have also been successfully demonstrated �7�. The
code was used to solve laminar flows with the Navier–Stokes
equations without solving for the pressure correction using the
SIMPLE method. Instead, the pressure was calculated directly
from the equation of state.

A recent application of this method has been reported by Ning
et al. �8�, in conjunction with the Eulerian-Lagrangian spray at-
omization �ELSA� model �9�. The method was also implemented
in the KIVA code, and a new equation for pressure was proposed
that is derived from the continuity equation. After solving for the
flow in the nozzle passage, the results were used as the inlet
boundary condition for the ELSA approach. However, that appli-
cation was limited to two-dimensional cases.

Other approaches have been proposed to use the results from
injector flow simulation as an inlet boundary condition, and the
results have also been used for engine combustion simulations
with an Eulerian two-phase flow approach �10�. Other examples
are the three-fluid approach of Grogger and Alajbegovic �11� that
is used to improve spray calculations �12�, and the cavitation
bubble-tracking model of Gavaises et al. �13�. However, a single-
fluid model is relatively easy to implement into existing codes,
and with some modifications, it can be combined with turbulence
and spray models. Thus, the single-fluid HEM was used in the
present study.

A generalized implementation of the HEM approach is pre-
sented in this study. As an application, special focus on the tran-
sient end-of-injection �EOI� event was selected. It is widely
known that the spray behavior near the end-of-injection affects
significantly diesel engine pollutant emissions. However, the de-
tails of the spray behavior after the end-of-injection are still not
clear. Recently an important engine study on end-of-injection
mixing was performed by Musculus et al. �14�. They investigated
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the end-of-injection event and suggested the hypothesis that in the
limit of a gradual ramp down of injection velocity, the jet structure
remains, leaving fuel rich zones near the injector. In the limit of a
very sharp end-of-injection, momentum would carry the trailing
edge of the jet downstream, leaving in its wake a region free of
fuel near the injector. They showed evidence of lean combustion
very near the injector. In the present study, an attempt to investi-
gate the phenomena inside the nozzle at the end-of-injection was
performed to help understand these flows.

2 Numerical Model

2.1 CFD Code. The CFD code was based on the KIVA-3V RE-

LEASE 2 code �15� with improvements developed at the Engine
Research Center, University of Wisconsin-Madison. The code
uses the ALE approach, an explicit time marching scheme, and a
quasi-second order upwind scheme for the convection flux. In
these calculations, the pressure gradient and viscous terms are
treated using a fully explicit scheme. Pressure boundaries were set
at both the inlet and exit of the injector geometry. To reduce
acoustic wave reflection, the pressure at the exit boundary face
was set as if the environment pressure was constant at a certain
distance �� nozzle radius in the present study� outside the bound-
ary �16�. The injector needle movement is implemented in an
analogous way to the standard KIVA two stroke engine simulation
with intake and exhaust ports. The mesh cells in the gap between
the needle and housing were added or eliminated by the snapper
algorithm to resolve the transient needle movement.

2.2 Generalized EOS. The standard KIVA code adopts an
equation of state �EOS� based on the ideal gas assumption

P = �RT �1�
This relation is used in many subroutines of the code to calcu-

late specific heats, temperature boundary conditions, Lagrangian
volume changes due to pressure, etc. To consider the departure
from ideal gas behavior in gases under high pressure and tempera-
ture, a generalized equation of state was introduced by Trujillo et
al. �17�. In their method, several modifications were made to the
specific heat and the energy equation. One of the most important
changes is the Lagrangian volume correction due to the pressure
correction

VC = VP −
VP

�PP �PC − PP� �2�

which is converted to the generalized form

VC = VP + � �VP

�P
�

S

�PC − PP� �3�

� �VP

�P
�

S

= �−
M

�2

��P

�P
�

S

= �−
V

�

��P

�P
�

S

= −
V

�

1

aS
2 �4�

where as is the isentropic speed of sound.
This correction was used in the present model, with the as-

sumption of the HEM for the speed of sound in the liquid-vapor
mixture. In this study temperature variation inside the injector was
neglected and the isothermal acoustic speed was used.

2.3 Homogeneous Equilibrium Model. Since it is not pos-
sible to capture the interface between liquid and vapor on cavita-
tion bubbles within computational meshes of a practical size, the
two-phase flow was assumed to be one homogeneous mixture of
vapor and liquid with the homogeneous equilibrium model. In this
study the barotropic equation of state by Wallis �2� was used.
Under the assumption of constant temperature, the acoustic speed
of the two-phase flow is expressed as

1

a2 = ���v + �1 − ���l�� �

�vav
2 +

1 − �

�lal
2 � �5�

where � is the void fraction, defined as

� =
�l − �

�l − �v
�6�

With the typical properties of the No. 2 diesel fuel, this relation
is plotted in Fig. 1�a�. The variation in the acoustic speed is seen
to be large, and once cavitation happens in a computational cell,
the flow can be locally supersonic.

The pressure can be integrated directly from the equation

dP = a2d� �7�
resulting in Ref. �3�

P = �av
2, if � � �v �8�

P = Pl
sat + Pvl log� �vav

2��l + ���v − �l��
�l��vav

2 − ���vav
2 − �lal

2���, if �v � � � �l

�9�

P = Pl
sat + �� − �l�al

2, if � � �l �10�

where

Pvl =
�vav

2�lal
2��v − �l�

�v
2av

2 − �l
2al

2 �11�

Pl
sat = Pv

sat − Pvl log��v
2av

2

�l
2al

2 � �12�

With the assumption that the acoustic speed is constant in both
pure substances, the pressure-density relation of pure vapor and
pure liquid is linear. However, the relation is nonlinear for the
mixture of vapor and liquid, as shown in Fig. 1�b�.

In previous research �3,4,6,7� the above equations were used for

Fig. 1 „a… Speed of sound of the HEM and „b… the pressure-
density relation in the liquid-vapor mixture
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single-fluid cavitation simulations. The pressure gradient in the
momentum equation was calculated directly with Eqs. �8�–�10�
and the flow inside the injector was regarded as a laminar flow.

In this study the standard coupled solver in the KIVA code for
the corrected pressure, corrected volume, and corrected face ve-
locity was used with the volume correction equations �3� and �4�,
and the above equation of state was applied only for calculating
the absolute pressure. The inverse function of Eqs. �8�–�10� was
derived and used to set the boundary values of the density

� = P/av
2, if P � Pv

sat �13�

� =
exp�P/Pvl��l��l

2al
2 − �v

2av
2�

exp�Pl
sat/Pvl���l − �v��vav

2 + exp�P/Pvl��l��lal
2 − �vav

2�
,

if Pv
sat � P � Pl

sat �14�

� = �P − Pl
sat�/al

2 + �l, if P � Pl
sat �15�

2.4 Physical Properties. The fuel physical properties were
adopted from the fuel library in the KIVA code. At a given tem-
perature, the saturated vapor pressure Pv

sat was interpolated from
the fuel library. Then the density of the saturated vapor �v was
calculated using the ideal gas assumption, and the isothermal
acoustic speed was set as

�v =
Pv

RuT/Mf
�16�

av = �RuT/Mf �17�

Since al, �l, and Pl
sat are coupled, there is no explicit formula

for the density of the saturated liquid �l. These values were cal-
culated in an iterative manner using the following equations:

�l = � f − �P1 atm − Pl
sat�/al

2 �18�

Pl
sat = Pv

sat − Pvl log��v
2av

2

�l
2al

2 � �19�

where fuel density at given temperature and atmospheric pressure
was � f =844−0.9�T−289� kg /m3 �18� and a constant representa-
tive value of al was set as 1400 m/s.

The properties for the fuel at 373 K are shown in Table 1.
For the viscosity in the momentum equation, the classical for-

mulation for the viscosity of the mixture was chosen

� = ��v + �1 − ���l �20�

where �v is given in the KIVA code and �l is set from the fuel
library data. Even though the flows in this paper were regarded as
laminar for simplicity, the present method can be extended to
consider turbulent flow because this approach is fully compatible
with the original KIVA method.

3 Nozzle Geometry and Test Conditions

3.1 Nozzle Geometry. Computational meshes were generated
for axisymmetric single hole nozzles, a three-dimensional minisac
�MS� nozzle and a valve-covered orifice �VCO� nozzle. The typi-
cal shape and mesh for the single hole nozzle is shown in Fig. 2.

A 0.5-deg sector mesh was used for the single hole nozzle.
The injector dimensions are characterized by the nozzle passage

length L, hole diameter D, nozzle hole inlet rounding radius
R due to hydrogrinding, and the K-factor that expresses the
difference between the inlet and outlet diameters �K= �Dinlet
−Dexit� /10 �m�. To investigate the effect of nozzle shape on
cavitation strength, two types of nozzle passage were generated:
one a highly hydroground converging nozzle and the other a less
hydroground diverging nozzle.

The three-dimensional meshes are shown in Fig. 3. The MS and
VCO eight-hole nozzle geometries were modeled and 1/8 sector,
45-deg meshes were generated. Nozzle hole inlet rounding was
not considered in this geometry, and the important dimensions are
shown in Table 2.

3.2 Needle Lift Profile and Test Condition. A typical mea-
sured needle lift profile was modeled, as shown in Fig. 4. Since at
least two layers of computational cells are required between the
needle and housing, the minimum needle lift was 10 �m. The

Table 1 Typical diesel fuel properties at 373 K

�v 1.41�10−3 kg /m3

av 135 m/s
Pv

sat 2,560 Pa
�l 768 kg /m3

al 1400 m/s
Pl

sat 58,600 Pa

Fig. 2 Typical shape and mesh for single hole nozzles

Fig. 3 Meshes for MS and VCO nozzles

Table 2 Nozzle specifications

Nozzle No. of holes
D

�mm�
L

�mm�
R

�mm� K

Sng-1 1 0.18 1.15 0.2 1.5
Sng-2 1 0.18 1.15 0.02 −1.5
MS 8 0.127 1.1 0 0
VCO 8 0.127 1.1 0 0
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total injection duration was 2.5 ms, and the calculation was con-
tinued for a 0.167 ms period with the 10 �m lift, to study the
flow after the needle is fully closed. The profile was also simpli-
fied to a linear ramp like model 1. The average opening speed was
about 0.16 m/s and the closing speed was about 0.175 m/s. In
some cases, calculations were not performed for the whole injec-
tion period to save computation time. In these cases, the calcula-
tion was started during the later part of whole profile �model 1A�.
The needle closing speed is a unique characteristic of an injector,
which is determined by many parameters like the return fuel flow
passage geometry and the return spring stiffness, and this results
in different needle lift profiles. Typical closing speeds are around
0.175–0.2 m/s �12,14�, but others are about 0.8–1 m/s �7,13�.
To investigate the effect of needle closing speed, a new closing
profile �model 2� was designed to have a four times faster
�=0.70 m /s� closing speed than the original one.

Two different conditions were studied. One had an injection
pressure difference 	P of 1500 bars and exit pressure P2 of 5 bars
�CN=301�, and the other had 1100 bars pressure difference and
60 bars exit pressure �CN=18.3�, which is regarded as practical in
real engines, where CN=	P / �P2− Pv� and 	P is the nominal
pressure difference between the inlet supply passage and the exit.
Temperatures were set constant as 373 K in both cases.

3.3 Coefficients to Evaluate Results. The flow inside an in-
jector is basically a pressure-driven flow. If there is no restriction
or loss, the exit velocity should be the “Bernoulli velocity” de-
fined by

Ub =�2	P

�
�21�

However, the nozzle flow expresses pressure losses due to area
changes and viscous work, and the exit velocity profile is not
uniform. To evaluate those effects, several classical coefficients
were defined and examined.

The mass flow rate, momentum flux, and actual average veloc-
ity is defined as

ṁ =	 �udA �22�

Ṁ =	 �u2dA �23�

ū =	 udA/A �24�

From the relation Ṁ = ṁun, the average velocity for a contracted
flow area at the nozzle exit is defined as

un = Ṁ/ṁ �25�

The area contraction ratio Ca represents the velocity deficit due to
the no-slip wall boundary condition. If the speed is very high, Ca
approaches unity because the boundary layer is thin and the ve-
locity profile at the exit is almost uniform. At low speed, Ca is less
than unity and

Ca = ū/un �26�

The velocity coefficient Cv represents pressure loss due to area
change and friction

Cv = un/Ub �27�
The discharge coefficient is defined as

Cd =
ṁ

�UbA
�28�

If the fluid density is constant everywhere, then

Cd = ū/Ub = CaCv �29�

Ca =
ṁ2

ṀA�
�30�

However, in the diesel injector nozzle, due to the very large
pressure difference and cavitation, the density is no longer con-
stant in both the axial and cross-sectional directions. With an
acoustic speed of 1400 m/s, a pressure difference of 1000 bars
give a 51 kg /m3 difference in the density of the fuel, which is
about 7% of the base density. Therefore, new definitions were
introduced, which are slightly different from the traditional ones.
First, the densities in the Bernoulli velocity and Cd definition are
chosen using the nominal pure liquid density � f at the exit pres-
sure

Ub =�2	P

� f
�31�

Cd =
ṁ

� fUbA
�32�

The actual pressure difference and the density at the nozzle exit
may vary due to the flow condition. Thus, Ca should be defined
using the density �m determined from the mass flux

Ca =
ṁ2

ṀA�m

�33�

where

�m = ṁ/�ūA� �34�

Then the equation for Cd is

Cd =
ṁ

� fUbA
=

�mūA

� fUbA
=

�m

� f

ū

un

un

Ub
= C�CaCv �35�

Here we define a new coefficient C� as

C� = �m/� f =
Cd

CaCv
�36�

4 Single Hole Nozzle Results

4.1 Conditions at the Nozzle Exit at Steady State. The ve-
locity at the nozzle exit and the density distribution under
	P / P2=1100 /60 bars in axisymmetric single hole nozzles at full
lifts are shown in Fig. 5. The flow structure reached quasisteady
state in about 20 �s and at that condition, Cd=0.86, Ca=0.95,
Cv=0.90, and C�=1.00 for the Sng-1 nozzle and Cd=0.65, Ca
=0.91, Cv=0.97, and C�=0.74 for the Sng-2 nozzle. In the Sng-2
nozzle, Ca is 4% lower than in the Sng-1 nozzle due to increased

Fig. 4 Needle lift profiles
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loss from the nonuniform velocity profile, but Cv is 7% higher
because the actual exit pressure is lower in the flow with cavita-
tion. Therefore, the lower Cd in the Sng-2 nozzle is mainly due to
the lower density due to cavitation, which is also evidenced by the
high frequency fluctuations in the discharge coefficient.

The exit condition of the Sng-1 nozzle was calculated with the
measured lift profile and is shown in Fig. 6. At the end-of-
injection, �t=2.5 ms�, Ca decreased due to the nonuniform veloc-
ity distribution that resulted from decreased flow speed, and Cv
decreased quickly because the pressure loss increased as the
needle lift decreased. However, C� remained unity, which implies
no cavitation occurs around the EOI.

4.2 End-of-Injection Stage. To save computation time, only
the later parts of the end-of-injection event were calculated in
most cases. This was justified because the flow converges to its
steady state very quickly �in about 20–50 �s�, as shown in
Fig. 5.

As shown in Fig. 6, no cavitation occurred in the Sng-1 nozzle
at the EOI in which the needle was closing at the speed of 0.175
m/s. In the Sng-2 nozzle, cavitation already exists before the EOI,
and slowly closing the nozzle made the exit pressure increase
gradually and the cavitation collapsed, as shown in Fig. 7.

If the needle closing speed is increased, the flow rate decreases
faster. In this case, the flow speed at the exit is faster than the flow
speed in the middle of the nozzle, so that the average pressure
inside the nozzle drops and the flow is easier to cavitate. There-
fore, a faster needle closing speed promotes cavitation around
EOI, which then collapses, as shown in Fig. 8. Similar flow char-
acteristics are seen for the two injector and ambient pressure
conditions.

To clarify this, the average density and pressure inside the

nozzle are plotted in Fig. 9. In the fast closing nozzle, the density
coefficient �C�=Cd / �Ca�Cv�� at the exit drops as the flow rate
decreases quickly �Cd→0�, whereas it returns to unity in the
slowly closing nozzle. The averaged pressure and density inside
the nozzle shows a similar trend.

Figure 10 shows that faster needle closing can cause cavitation
even in the highly hydroground converging nozzle Sng-1, which
does not otherwise have cavitation in most conditions.

5 Multihole Nozzle Results

5.1 Flow Patterns in Steady State. The velocity fields and
flow patterns in two eight-hole nozzles �minisac and VCO� were
simulated and are shown in Fig. 11. When the valve lift is high to
medium, the flow in the minisac nozzle is supplied mainly from
the upper supply passages and cavitation occurs predominantly on
the upper wall of the nozzle. However, when the valve lift is
small, the flow from the upper region decreases and most of the
flow is supplied from the sac volume. Cavitation then occurs on
the lower wall. For the VCO nozzle, the portion of the flow sup-
plied from the sac volume increases as the needle lift decreases,
but not as much as for the minisac nozzle.

Even though these nozzles are not hydroground, the present
result shows not much cavitation occurs inside the nozzle. This is
because the hole diameters of the nozzles are relatively small, so
that L /D is about 8.7. It is reported that a larger L /D suppresses
cavitation �12�. The larger L /D leads to higher pressure loss be-
tween the nozzle exit and the nozzle entrance, which increases the
pressure level at the nozzle entrance where cavitation initiates.

Fig. 5 Flow and cavitation inside single hole nozzles under
�P /P2=1100/60 bars reaches quasisteady state

Fig. 6 Coefficients representing the exit condition of the
Sng-1 nozzle, �P /P2=1100/60 bars

Fig. 7 Cavitation collapsed due to the gradual decrease in exit
velocity at the end-of-injection „closing speed=0.175 m/s…

Fig. 8 Cavitation enhanced due to the fast decrease in exit
velocity at the end-of-injection „closing speed=0.7 m/s…
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5.2 End-of-Injection Stage. The flow structures of the eight-
hole nozzles at the end-of-injection stage were also investigated.
Similar to the axisymmetric nozzle cases, it was observed that the
cavitation phenomena do not increase much when the needle is
closed at a relatively slow speed �0.175 m/s�. The results are
shown for both the minisac and VCO nozzles in Figs. 12 and 13,
respectively.

At the condition of 	P / P2=1100 /60 bars, cavitation regions
in both the minisac and VCO nozzles collapse. However, at
	P / P2=1500 /5 bars, cavitation regions increase slightly while
the exit velocities decrease quickly and then collapse after the exit
velocity decreased. In Fig. 14 it is seen that the density coefficient
at the nozzle exit and the average density inside the nozzle de-

crease at around t=0.2 ms, due to increased cavitation.
When the needle closing speed is higher �0.7 m/s�, similar

trends with the axisymmetric nozzle cases were found again at the
condition of 	P / P2=1500 /5 bars. As shown in Figs. 15–17,
faster needle closing increases cavitation significantly during the
end-of-injection period.

During the end-of-injection event, the pressure at the nozzle
exit recovers to the ambient pressure level and cavitation inside
the nozzle collapses. Actually, some backflow �or “hydraulic flip”�
happens at this stage. The backflow would be expected to be a
mixture of environment gas, fuel vapor, and liquid. However, the
density boundary condition for the backflow in the present method
was set as the density from the HEM EOS �Eqs. �13�–�15�� using

Fig. 9 Comparison of flow conditions at the nozzle exit, and
pressure and density inside the nozzle, �P /P2=1100/60 bars
„needle closing speed: left=0.175 m/s and right=0.70 m/s…

Fig. 10 Cavitation generation in a Sng-1 nozzle at the end-of-
injection with a needle closing speed of 0.7 m/s

Fig. 11 Flow patterns in minisac „left… and VCO nozzles „right…

Fig. 12 Cavitation in the minisac nozzle at the end-of-injection
„closing speed=0.175 m/s…

Fig. 13 Cavitation in the VCO nozzle at the end-of-injection
„closing speed=0.175 m/s…
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the pressure at the boundary cell. This results in the liquid back-
flow eventually. Further research is needed to consider the mixture
composition in the backflow.

Figure 18 shows an X-ray image visualization of the spray dur-
ing the end-of-injection event obtained by the Argonne National
Laboratory. The spray was injected at the pressure of 400 bars into
stagnant nitrogen gas of 1 bar. The pictures were taken at intervals
of 20 �s. It shows that the spray structure changes from a jet to a
detached liquid column as the flow speed decreases. The liquid
flow in the bottom frame contains large bubbles, and the down-
stream jet is thinner than the upstream jet at the nozzle exit. This
implies that the flow is stretched because of the decreasing flow
rate and the fact that it is mixed with cavitation vapor and air,
consistent with the interpretation of the model results.

6 Concluding Remarks
The homogeneous equilibrium model was implemented into the

KIVA-3V RELEASE 2 code with modifications for the generalized

Fig. 14 Flow conditions at the nozzle exit and density inside
the nozzle, �P /P2=1500/5 bars, needle closing speed of 0.175
m/s „left=minisac and right=VCO…

Fig. 15 Cavitation in the minisac nozzle at the end-of-injection
„closing speed=0.70 m/s…

Fig. 16 Cavitation in the VCO nozzle at the end-of-injection
„closing speed=0.70 m/s…

Fig. 18 X-ray image of the fuel spray evolution at the end-of-
injection „courtesy of the Argonne National Laboratory…

Fig. 17 Flow conditions at the nozzle exit and density inside
the nozzle, �P /P2=1500/5 bars, needle closing speed of 0.70
m/s „left=minisac and right=VCO…
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equation of state. A generalized algorithm for pressure and volume
correction was used. The flow within diesel injector nozzle pas-
sages was treated as laminar flow in this study. But since the
approach is general, the method can be extended easily to con-
sider turbulent flow in the future.

With the present model, the flow structures inside various types
of injectors around the end-of-injection event were investigated
numerically. It was shown that the cavitation inside the nozzle
passage increased temporarily before it collapses if the needle
closing speed is relatively high �0.7 m/s�. The fast closing of the
needle can cause cavitation to occur even in nozzles that do not
exhibit cavitation in most conditions. If the needle is closed
slowly �0.175 m/s�, the cavitation collapsed at the end-of-injection
in all of the nozzles investigated in this study. This suggests that
there is some optimum lift profile in the needle closing movement.

Acknowledgment
The authors acknowledge the financial support of Cummins,

Inc. The measurement data of the shape and needle lift of the
axisymmetric nozzle provided by Dr. L. Pickett of the Sandia
National Laboratory and the visualization image of the spray at
the nozzle exit by Dr. J. Wang of the Argonne National Laboratory
are greatly appreciated.

Nomenclature
A 
 area at nozzle exit
a 
 speed of sound

as 
 isentropic speed of sound
al 
 speed of sound in pure liquid
av 
 speed of sound in pure vapor
Ca 
 area contraction coefficient
Cd 
 discharge coefficient
C� 
 coefficient for density ratio
Cv 
 velocity coefficient
M 
 mass of a cell

Mf 
 molar mass of a fuel
ṁ 
 mass flux

Ṁ 
 momentum flux
P 
 pressure

P1 
 pressure at the inlet of an injector
P2 
 pressure at the exit of a nozzle

	P 
 P1− P2
PC 
 corrected pressure
PP 
 predicted pressure
R 
 gas constant

Ru 
 universal gas constant
T 
 temperature
u 
 velocity

Ub 
 Bernoulli velocity
un 
 average velocity for a contracted area
ū 
 actual average velocity at the nozzle exit
V 
 Lagrangian volume

VC 
 corrected Lagrangian volume

VP 
 predicted Lagrangian volume
� 
 void fraction of mixture
� 
 specific heat ratio
� 
 viscosity
�l 
 viscosity of fuel liquid
�v 
 viscosity of fuel vapor

� 
 density
� f 
 nominal pure liquid density of fuel
�m 
 density determined from mass flux
�l 
 liquid density of fuel
�v 
 vapor density of fuel
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A Study on an Automatically
Variable Intake Exhaust Injection
Timing Turbocharging System for
Diesel Engines
A new turbocharging system, named automatically variable intake exhaust injection tim-
ing (AVIEIT), is proposed. Its main purpose is to improve the performance of low-speed
high torque operating conditions and improve the economy of high-speed operating con-
ditions for high-speed supercharged intercooled diesel engines. The principle of the
AVIEIT turbocharging system is presented. A control mechanism for the proposed AVIEIT
system used for a truck diesel engine is introduced. An engine simulation code has been
developed. In this code, a zero-dimensional in-cylinder combustion model, a one-
dimensional finite volume method-total variation diminishing model for unsteady gas flow
in the intake and exhaust manifolds, and a turbocharger model are used. The developed
code is used to simulate the performances of diesel engines using the AVIEIT system.
Simulations of a military use diesel engine “12V150” and a truck diesel engine “D6114”
using the AVIEIT system have been performed. Simulation results show that the in-
cylinder charge air amount of the diesel engine with the AVIEIT system is increased at
low-speed high torque operating conditions, and the fuel economy is improved at high-
speed operating conditions. In order to test the idea of the AVIEIT system, an experiment
on a truck diesel engine D6114 equipped with an AVIEIT control mechanism has been
finished. The experiment results show that the AVIEIT system can improve the economy of
high-speed operating conditions. Both the simulation and experiment results suggest that
the AVIEIT system has the potential to replace the waste-gate and variable geometry
turbocharger turbocharging systems. �DOI: 10.1115/1.4000146�

Keywords: diesel engine, turbocharging system, variable valve timing, engine simulation

1 Introduction
Some high-speed supercharged intercooled diesel engines for

military use, railway use, marine use, or truck use have problems
at low-speed high torque operating conditions or high-speed op-
erating conditions �1�. These problems include in-cylinder charge
air amount insufficiency at low-speed high torque operating con-
ditions, and limited charge air pressure at high-speed operating
conditions due to the speed limit of turbocharger. The in-cylinder
charge air amount insufficiency at low-speed high torque operat-
ing conditions may cause combustion deterioration, increase the
exhaust gas temperature, and cause thermal load aggravation. The
limited charge air pressure at high-speed operating conditions may
limit further increase in rated power. The main reason for these
problems is that the match between the diesel engine and turbo-
charger cannot satisfy all the operating conditions from low speed
to high speed �2�. If the match between the diesel engine and the
turbocharger is done at a rated speed, the turbocharger cannot
supply sufficient air for the diesel engine at low-speed high torque
operating conditions, while if the match is done at low speed, the
revolution speed of turbocharger and the maximum in-cylinder
pressure rise are very high. Many measures have and are being
proposed for improving the performance of both low-speed high
torque and high-speed operating conditions for supercharged in-
tercooled diesel engines. Such measures include the waste–gate,
by-pass, sequential turbocharging �STC�, variable geometry turbo-
charger �VGT�, and hyperbar systems �3–6�, for improving the

performance of low-speed and high-speed operating conditions.
However, these measures have more or less shortcomings. Al-
though they can solve the problems at low-speed high torque and
high-speed operating conditions, they always sacrifice other as-
pects of performances of diesel engines. In the waste-gate system,
to avoid too much high revolution speed of turbocharger at high-
speed operating conditions, part of the exhaust gas before turbine
is by-passed to the exhaust pipe after turbine, and thus some of the
useful energy are wasted, causing high fuel consumption. The
VGT can avoid the shortcomings of the waste-gate system, but the
control of the VGT is complicated and the expenses of a diesel
engine are increased. Also the STC can solve the problems at
low-speed high torque operating conditions, but the structure of
the STC is more complicated than the VGT and thus expenses are
higher than the VGT. In 1990, Gu �7� proposed a turbocharging
system, named “Gu-system,” which can well solve the problems
at both high-speed and low-speed operating conditions without
sacrificing other aspects of performances. In the Gu-system, the
variations of the intake, exhaust, and injection timings are con-
trolled by three different eccentrics, which carry three rollers on
different cams to move their positions. However, the structure of
the Gu-system is still complicated for some compact high-speed
diesel engines.

In this paper, a new turbocharging system with a simple struc-
ture, named automatically variable intake exhaust injection timing
�AVIEIT�, is proposed to improve the performances of both high
load and low load operating conditions of high-speed super-
charged intercooled diesel engines. At first we describe the prin-
ciple of this turbocharging system in detail. A selected control
mechanism for the AVIEIT system is introduced. Then the models
used in an engine simulation code for modeling diesel engines
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using the AVIEIT system are introduced. To validate the idea of
the proposed system, both simulation results and experimental
results are presented.

2 The Principle of AVIEIT System

2.1 The Effect of Intake Valve Closing Timing on Volumet-
ric Efficiency. Figure 1 shows the volumetric efficiency �V as a
function of intake vale closing timing �IVC at different engine
revolution speeds of a truck diesel engine �8�. From Fig. 1, it is
seen that when the intake valve closes after the 40°CA ABDC,
the difference of �V between the high speed and low speed is very
small, but when the intake valve closes at an early crank angle,
e.g., before the BDC, the difference of �V between the low speed
and high speed is increased. For example, when the IVC is
20°CA before the BDC, the �V of 2400 rpm is 0.77, whereas the
�V of 1300 rpm is 0.86. The earlier the intake valve closes before
the BDC, the larger the difference of �V between the high speed
and low speed is. At the same engine speed, if the intake valve
closing timing is moved from before the BDC to after the BDC,
�V will be increased further. From the above observations, an idea
is formed that if the intake valve closes before the BDC at high
speed, and the intake valve closes after the BDC at low speed,
then �V will be improved. This process is shown as the dotted line
0→2 in Fig. 1. From this idea the AVIEIT system is proposed. In
this system a control mechanism is used to realize the automatic
intake valve timing change from 0→2. At high speed, since the
intake valve closes before the BDC, the charge air pressure should
be increased. For this purpose, the waste-gate is not necessary, and
thus the useful exhaust energy can be saved.

2.2 The Basic Principle of AVIEIT System. The “built-in”
type injection timing advance device is used for the control
mechanism of the AVIEIT system. The advance device is put in-
side the camshaft transfer gear. The control mechanism construc-
tion is comparatively simple. The gear transfer system and the
whole engine arrangement will not be changed. The built-in auto-
matic timer has the self-locked function. The force from valves
will not cause timing variation, and the timing variation is nearly
linear with engine speed. The AVIEIT system is more suitable for
high-speed supercharged diesel engines. The valve timing varia-
tions of the AVIEIT system are shown in Fig. 2.

At rated speed, the intake valve closes before the BDC. At low
speed, the intake valve closing, exhaust valve opening, and injec-
tion timings are retarded with a crank angle relative to the timing
at high speed. Generally speaking, at the speed of 40% of full
load, the intake, exhaust, and injection timings are retarded
8–12°CA �8�. The AVIEIT system is different with the Gu-
system �7�, in which each timing variation is not the same, espe-
cially the intake valve closing timing can be changed by
12–15°CA. For the IVC timing, at low speed, retarding a crank

angle can increase volumetric efficiency �V and, thus, can in-
crease the in-cylinder charge air amount. In the AVIEIT system,
the variation of the intake valve closing timing is restricted by the
variation of the exhaust valve opening timing, but for high-speed
supercharged diesel engines, even an 8–12°CA variation of in-
take valve closing timing is enough and can generate a big varia-
tion of volumetric efficiency �V, and, thus, the in-cylinder charge
air amount can be increased by 10–15% �8�. Due to the intake
valve closing before the BDC, it is possible to realize in-cylinder
expansion low temperature cycle and decrease emissions. The re-
tarded exhaust valve opening timing at low speed may decrease
the in-cylinder pumping loss. The retarded injection timing at low
speed causes the reduction in the maximum in-cylinder pressure
rise rate �dp /d��max and, thus, can decrease engine vibration and
combustion noise. The value of retarding the intake, exhaust, and
injection timings is determined by the engine type, and it is a
function of engine revolution speed.

2.3 The Control Mechanism for AVIEIT System. Figure 3
shows one selected control mechanism of the AVIEIT system de-
signed for a truck diesel engine “D6114.” As shown in Fig. 3, the
driving torque of the engine is transmitted from camshaft transfer
gear 1 to flying block 8, and then flying block 8 transmits the
torque to sleet block 7. Sleet block 7 transmits the torque to
straight pin 5, which is fixed on driven plank 2, and then the
driving torque is transmitted to driven plank 2. Camshaft is driven
by driven plank 2. When the diesel engine works at a fixed revo-
lution speed, the relative position between driven plank 2 and
camshaft transfer gear 1 is fixed, and there exist certain intake,
exhaust, and injection timings. When the engine speed increases,
the centrifugal force of flying block 8 increases; as a result, it
overcomes the spring force and torque resistance to move flying
block 8 outward in radial direction, and sleet block 7 also moves
relative to the sleeting in the sleet groove of flying block 8. The
movement of sleet block 7 drives straight pin 5, and then straight
pin 5 drives driven plank 2 to advance an angle relative to cam-
shaft transfer gear 1 in the rotating direction, until a new balance

Fig. 1 Correlations between �V and �IVC, n

Fig. 2 Valve timing variations of the AVIEIT system
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position is reached. For this kind of control mechanism, the valve
timing variation angle is a function of engine speed: �= f�n�.

3 Models Used in Simulation

3.1 In-Cylinder Models. The energy conservation of in-
cylinder is shown in Fig. 4. The temperature change rate of the
in-cylinder can be derived as �9�

dTz

d�
= �dQf

d�
+

dGs

d�
Is −

dGe

d�
Ie −

dQw

d�
− APz

dVz

d�

− cvmzTz
dGz

d�
� 1

Gzcvz
�1�

where Tz is the in-cylinder temperature, � is the crank angle,
dQf /d� is the combustion heat release rate, dGs /d� is the mass
flow rate through the intake valve, Is is the enthalpy of inlet gas,
dGe /d� is the mass flow rate through the exhaust valve, Ie is the

enthalpy of outlet gas, dQw /d� is the heat transfer rate to the
cylinder wall, A is the piston area, Pz is the in-cylinder gas pres-
sure, dVz /d� is the cylinder volume change rate, cvmz is the in-
cylinder average specific heat at constant volume, Gz is the in-
cylinder mass, and cvz is the in-cylinder specific heat at constant
volume. The double-Weibe curve heat release law �9� is used to
calculate dQf /d�. Woschni formulation �10� is used to calculate
dQw /d�. The calculation of the other terms in Eq. �1� can be
found in Ref. �9�.

3.2 Exhaust Gas Flow Models. Considering the tradeoff be-
tween accuracy and computational intensity, an explicit finite vol-
ume method �FVM� plus a second-order total variation diminish-
ing �TVD� scheme of Harten �11� are used to simulate the one-
dimensional unsteady exhaust gas flow in this paper. The
governing equations for the one-dimensional unsteady gas flow of
a compressible fluid in a pipe with variable cross section area A,
wall friction f , and heat transfer q are written in vector form as
follows �12�:

�W

�t
+

�F�W�
�x

= S�W� �2�

where

W = �
�

�u

��e +
u2

2
� �, F�W� = �

�u

�u2 + p

�u�u2

2
+ e +

p

�
� �

S�W� = �
−

�u

A

dA

dx

−
�u2

A

dA

dx
− �G

− ��u2

2
+ p

�

� − 1
� u

A

dA

dx
+ �qe

�
where �, u, p, e, and � are the density, flow velocity, pressure,
internal energy, and specific heat ratio, respectively. t is the time
and x is the length. The wall heat transfer q can be calculated as
q= �2f /D��� / ��−1��R	u	�Tw−Tg�, where f , D, R, TW, and Tg are
the wall friction coefficient, the pipe diameter, the gas constant,
the wall temperature, and gas temperature, respectively. G
= f�u	u	 /2��4 /D� is the friction term, and the term u	u	 is used to
ensure that the pipe wall friction always oppose the fluid motion.

The second-order accuracy TVD scheme is described by

Wi
n+1/2 = Wi

n −
�t

2�x
�Fi+1/2

n − Fi−1/2
n � +

�t

2
Si

n �3�

Wi
n+1 = Wi

n −
�t

�x
�Fi+1/2

n+1/2 − Fi−1/2
n+1/2� + �tSi

n+1/2 �4�

where �t and �x are the time step and space step, respectively, i
is the mesh number, and n is the time level. For subsonic flow, the
flux and source terms are calculated based on the upstream
scheme �13�

Fi+1/2 =
�ui+1/2 + ai+1/2�F�Wi+1/2

L � − �ui+1/2 − ai+1/2�F�Wi+1/2
R �

2ai+1/2

+
�ui+1/2 + ai+1/2��ui+1/2 − ai+1/2�

2ai+1/2
�Wi+1/2

R − Wi+1/2
L � �5�

Fig. 3 A selected control mechanism of the AVIEIT

Fig. 4 The energy conservation of in-cylinder
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Si+1/2 =
�ui+1/2 + ai+1/2�S�Wi−1/2� − �ui+1/2 + ai+1/2�S�Wi+1/2�

2ai+1/2

�6�

where a represents the speed of sound. The values at the midgrid
points are calculated based on the arithmetic mean values of the
following terms:

Wi+1/2
L = Wi + 1

2���i��Wi+1 − Wi� �7�

Wi+1/2
R = Wi+1 − 1

2���i+1��Wi+2 − Wi+1� �8�

where �= �Wi−Wi−1� / �Wi+1−Wi� and ����= �	�	+�� / �1+ 	�	�.

3.3 Turbocharger Models. The radial turbine efficiency �T is
calculated as �9�

�T

�T max
= − 0.105 + 2.685 � � u

c0
� − 0.76 � � u

c0
�2

− 1.17 � � u

c0
�3

�9�

where �T max is the maximum turbine efficiency, and u /c0 is the
ratio of turbine circumferential velocity to the exhaust gas veloc-
ity before turbine. The mass flow rate through the turbine GT is
calculated as �9�

GT = 	T � FresPT/
RTTT

�
2g
KT

KT − 1
�� 1


T,eq
�2/KT

− � 1


T,eq
��KT+1�/KT� �10�

where 	T is the mass flow rate coefficient, Fres is the equivalent
turbine nozzle area, PT is the exhaust gas pressure before turbine,
RT is the exhaust gas constant, TT is the exhaust gas temperature
before turbine, KT is the specific heat ratio of exhaust gas, and

T,eq is the equivalent exhaust gas expansion ratio. 
T,eq is calcu-
lated as �9�


T,eq = 
T1 −
uT

2

gKT

KT − 1
RTTT� �11�

where 
T is the exhaust gas expansion ratio PT / PTamb, and uT is
the turbine circumferential velocity. The mass flow rate coefficient
	T can be calculated as �9�

	T = 1.1787 − 1.6074/�20
T,eq − 16� + 4.608e−18�
T,eq−1.01�

� �
T,eq − 1.05� �12�
The calculation of other terms in Eqs. �9�–�12� can be found in
Ref. �9�.

4 Simulation Results and Analysis

4.1 Simulation of a Military Use Diesel Engine “12V150”
Using the AVIEIT System. A military use diesel engine 12V150
has 12 cylinders, and the cylinder diameter is 150 mm. This en-
gine originally matches with the turbocharger at rated speed op-
erating condition. But at low-speed high torque operating condi-
tions the in-cylinder air amount is not sufficient, causing high
exhaust temperature. This engine using the proposed AVIEIT sys-
tem has been simulated. Figures 5�a�–5�f� show the performance
comparison between the engine with the AVIEIT system and with-
out the AVIEIT system.

In Fig. 5�a�, the excess combustion air ratio is defined as the
actual air fuel ratio divided by the stoichiometric air fuel ratio. It
is a very important parameter to evaluate the in-cylinder charge
air amount in engine simulation. In the simulation we still match
the diesel engine with the turbocharger at rated engine speed
�2200 rpm�. The excess combustion air ratio of 2200 rpm is kept
the same as that of the base engine �without using the AVIEIT�.
Because the IVC is before the BDC at 2200 rpm, to keep the

in-cylinder charge air amount unchanged the charge air pressure
should be increased, as shown in Fig. 5�b�. A smaller size of
turbocharger can be matched to increase the charge air pressure.

Fig. 5 Comparison between with the AVIEIT system and with-
out the AVIEIT system: „a… excess combustion air ratio, „b…
charge air pressure, „c… maximum in-cylinder pressure, „d…
scavenging coefficient, „e… volumetric efficiency, and „f… brake
specific fuel consumption
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From Fig. 5�a�, it is seen that the excess combustion air ratio of
the AVIEIT system at 1800 rpm is 1.83, and at 1500 rpm is 1.73.
For this diesel engine if the excess combustion air ratio is above
1.7 the performances including exhaust gas temperature and emis-
sions are good enough, while the excess combustion air ratio val-
ues of the base engine at 1800 rpm and 1500 rpm are lower than
1.65. That is the reason why the base diesel engine has higher
thermal load and dark smoke at low-speed operating conditions.
The excess combustion air ratio values of the AVIEIT system are
enough higher than those of without the AVIEIT system. The rea-
son for the higher excess combustion air ratio is that in the
AVIEIT system the IVC is retarded with a crank angle at low-
speed operating conditions, and, thus, the volumetric efficiency is
increased, as shown in Fig. 5�e�, while the volumetric efficiency
of the base engine does not change form low speed to high speed.
So, with respect to improving the in-cylinder charge air amount at
low-speed operating conditions, the AVIEIT system is better than
the original diesel engine without the AVIEIT system. The other
parameters shown in Figs. 5�c�, 5�d�, and 5�f�, the maximum in-
cylinder pressure, the scavenging coefficient, and the brake spe-
cific fuel consumption of the AVIEIT system, are all better than
those of without the AVIEIT system. The reason for the lower
maximum in-cylinder pressure and brake specific fuel consump-
tion is that the IVC is before the BDC, and, thus, a low tempera-
ture and pressure in-cylinder cycle is realized. The scavenging
coefficient is defined as the ratio of the air amount passing
through the intake valve to the air amount left in the cylinder.
From Fig. 5�d�, it is seen that the higher scavenging coefficient of
the AVIEIT system is helpful in reducing the exhaust gas tempera-
ture before the turbine.

4.2 Simulation of a Truck Diesel Engine D6114 Using the
AVIEIT System. A truck diesel engine D6114 has six cylinders,
and the cylinder diameter is 114 mm. This engine originally
matches with the turbocharger at the maximum torque operating
condition. At high-speed conditions the waste-gate system is used
to avoid high in-cylinder pressure and high revolution speed of
turbocharger. The main purpose to match the diesel engine with
the turbocharger at low-speed operating conditions is to supply
sufficient combustion air amount at the maximum torque operat-
ing condition �1300 rpm�. The excess combustion air ratio of
1300 rpm is 1.63, which is good for this engine at this condition.
However, the economy characteristic is poor at high speeds due to
the waste of useful energy. The brake specific fuel consumption at
rated speed �2400 rpm� reaches 252.10 g/kWh. Simulation of this
engine using the AVIEIT system has been performed. Figures
6�a�–6�f� show the performance comparison between with the
AVIEIT system and the original waste-gate system.

In the simulation we still match the diesel engine with the tur-
bocharger at the maximum torque speed �1300 rpm�. But the
waste-gate is always closed at high speeds, because in the AVIEIT
system the IVC is before the BDC. From Fig. 6�b� it is seen that
because the waste-gate is always closed in the AVIEIT system the
charge air pressure of the AVIEIT is always higher than that of the
waste-gate. Because in the AVIEIT the charge air pressure is in-
creased the excess combustion air ratio varies from 1.93 at a rated
speed to 1.64 at the maximum torque speed, as shown in Fig. 6�a�.
Nearly at all speeds, the excess combustion air ratio of the
AVIEIT system is apparently higher than that of the waste-gate
system. Due to sufficient charge air amount for combustion and
low temperature cycle the exhaust gas temperature of the AVIEIT
is lower than that of the waste-gate, as shown in Fig. 6�d�. From
Fig. 6�c� it is seen that because of the increased charge air pres-
sure the maximum in-cylinder pressure of the AVIEIT is higher
than that of the waste-gate at high engine speeds. Although the
maximum in-cylinder pressure is increased, it is still below the
limit of the maximum in-cylinder pressure of this engine. Because
the waste-gate system is removed in the AVIEIT, the BSFC of

Fig. 6 Comparison between the AVIEIT system and the waste-
gate system: „a… excess combustion air ratio, „b… charge air
pressure, „c… maximum cylinder pressure, „d… exhaust gas tem-
perature, „e… volumetric efficiency, and „f… brake specific fuel
consumption
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high speed is decreased. The BSFC of rated speed is decreased by
6 g/kWh, as can be seen in Fig. 6�f�. The volumetric efficiency
comparison in Fig. 6�e� is similar with Fig. 5�e�.

5 Experiments on a Diesel Engine With AVIEIT Sys-
tem

5.1 The Design of Control Mechanism of AVIEIT System
Equipped on a Truck Diesel Engine D6114. According to the
simulation results of a truck diesel engine D6114 using the
AVIEIT system as described above, a control mechanism of the
AVIEIT system equipped on this diesel engine has been designed.
It is shown in Fig. 3. By computation, the intake, exhaust, and
injection timings that this AVIEIT control mechanism can realize
at each engine speed are shown in Table 1.

5.2 Experiments on an Engine With a Waste-Gate System.
A truck diesel engine D6114 is companied with waste-gate. An
experiment of the waste-gate system at the maximum torque
speed and rated speed has been completed. The experimental re-
sults are shown in Table 2.

5.3 Experiments on an Engine With an AVIEIT System.
The control mechanism of the AVIEIT system designed above was
equipped on a truck diesel engine D6114, and then an experiment
at the maximum torque speed and rated speed has been com-
pleted. Because the intake valve closing timing is at the BDC at
the maximum torque operating condition, a small diameter en-
trance turbine is used to increase the charge air pressure to ensure
that the excess combustion air ratio is identical with that of the
waste-gate system at the maximum torque operating condition.
Because the intake valve closing timing is before the BDC at the
rated speed operating condition, the waste-gate valve can be
closed. This action can save useful energy. The experimental re-
sults are shown in Table 3.

5.4 Analysis of Experimental Results. The meaning of each
symbol in Tables 2 and 3 can be found from Nomenclature and
Sec. 3. From Tables 2 and 3, it is seen that with the AVIEIT
system, because a small diameter entrance turbine is used, at the
maximum torque operating condition, the charge air pressure and

air mass flow rate are higher than that of the waste-gate system.
Although the intake valve closing timing is at the BDC at the
maximum torque condition, the cylinder excess combustion air
ratio of the AVIEIT can maintain the same value as that of the
waste-gate. Other parameters, such as BSFC, temperature after
intercooler, exhaust pressure before turbine, exhaust temperature
before turbine, and smoke, are nearly unchanged.

At rated speed, because the waste-gate is removed, the super-
charged air pressure is increased. Correspondingly the air mass
flow rate, excess combustion air ratio, and exhaust air pressure are
increased. Because of the saved useful energy and realizing low
temperature in-cylinder cycle, the BSFC is decreased by 6g/kWh,
and exhaust temperature, smoke, and emissions are all decreased.

From the above analysis, a conclusion can be drawn out that
under the case that the performance of the AVIEIT is nearly the
same as that of the waste-gate at the maximum torque operating
condition, the AVIEIT can replace waste-gate at rated speed to
decrease fuel consumption and emissions.

6 Conclusions
By simulating a military use diesel engine 12V150 with and

without the AVIEIT system, a conclusion can be drawn that the
AVIEIT system has the function of improving the excess combus-
tion air amount at low-speed high torque operating condition of
high-speed supercharged intercooled diesel engines. By simulat-
ing a truck diesel engine D6114, a conclusion can be drawn that
the AVIEIT system can replace the waste-gate system for decreas-
ing BSFC.

Experiment comparison between the AVIEIT system and the
waste-gate system shows that under the case that the performance
of the AVIEIT is nearly the same as that of the waste-gate at the
maximum torque operating condition, the AVIEIT can replace the
waste-gate at rated speed to decrease fuel consumption and emis-
sions.
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Table 1 Intake exhaust injection timing of each engine speed

Operating condition 2400 rpm 2200 rpm 2000 rpm 1800 rpm 1600 rpm 1400 rpm 1300 rpm

EVO �BBDC� 67.5 66.5 65.5 64.5 63.5 61.5 59.5
IVC �ABDC� �8 �7 �6 �5 �4 �2 0
EVC �ATDC� 25.5 26.5 27.5 28.5 29.5 31.5 33.5
IVO �BTDC� 22.5 21.5 20.5 19.5 18.5 16.5 14.5
INJ �BTDC� 20 19 18 17 16 14 12

Table 2 Experiments on a truck diesel engine D6114 with a waste-gate system

n
�rpm�

Ne
�kW�

BSFC
�kWh�

Gs
�kg/s� �

Ps
�MPa�

Ts
�K�

PT
�MPa�

TT
�K�

Smoke
�PSU�

Pmax
�MPa� �V

NOx
�ppm�

CO
�ppm�

HC
�ppmc�

1300 146.9 210.2 0.188 1.533 0.205 309.6 0.167 898 3.35 13.40 0.941 785 100 94.5
2400 205 253.6 0.371 1.849 0.227 319.8 0.239 957 2.25 11.05 0.907 345 120 96

Table 3 Experiments on a truck diesel engine D6114 with an AVIEIT system

n
�rpm�

Ne
�kW�

BSFC
�kWh�

Gs
�kg/s� �

Ps
�MPa�

Ts
�K�

PT
�MPa�

TT
�K�

Smoke
�PSU�

Pmax
�MPa� �V

NOx
�ppm�

CO
�ppm�

HC
�ppmc�

1300 146.9 210.0 0.195 1.566 0.214 308.5 0.169 906 3.80 13.80 0.90 720 95 81
2400 205 247.6 0.385 1.965 0.295 328.3 0.295 924 2.15 11.70 0.74 242 120 90
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Nomenclature
ABDC  after bottom dead center
ATDC  after top dead center
BBDC  before bottom dead center

BDC  bottom dead center
BSFC  brake specific fuel consumption
BTDC  before top dead center

CA  crank angle
EVC  exhaust valve close
EVO  exhaust valve open

INJ  injection timing
IVC  intake valve close
IVO  intake valve open
rpm  revolutions per minute

TDC  top dead center
n  engine speed

Ne  power
Gs  mass flow rate
�  excess combustion air ratio

Ps  boosted air pressure
Ts  boosted air temperature

Pmax  maximum in-cylinder pressure
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In-Cylinder Flow Computational
Fluid Dynamics Analysis of a
Four-Valve Spark Ignition Engine:
Comparison Between Steady and
Dynamic Tests
Numerical and experimental techniques were applied in order to study the in-cylinder
flow field in a commercial four-valve per cylinder spark ignition engine. Investigation
was aimed at analyzing the generation and evolution of tumble-vortex structures during
the intake and compression strokes, and the capacity of this engine to promote turbulence
enhancement during tumble degradation at the end of the compression stroke. For these
purposes, three different approaches were analyzed. First, steady flow rig tests were
experimentally carried out, and then reproduced by computational fluid dynamics (CFD).
Once CFD was assessed, cold dynamic simulations of the full engine cycle were per-
formed for several engine speeds (1500 rpm, 3000 rpm, and 4500 rpm). Steady and cold
dynamic results were compared in order to assess the feasibility of the former to quantify
the in-cylinder flow. After that, combustion was incorporated by means of a homogeneous
heat source, and dynamic boundary conditions were introduced in order to approach real
engine conditions. The combustion model estimates the burning rate as a function of
some averaged in-cylinder flow variables (temperature, pressure, turbulent intensity, and
piston position). Results were employed to characterize the in-cylinder flow field of the
engine and to establish similarities and differences between the three performed tests that
are currently used to estimate the engine mean flow characteristics (steady flow rig, and
cold and real dynamic simulations). �DOI: 10.1115/1.4000265�

Keywords: dynamic engine simulation, steady flow rig tests, CFD, tumble, turbulence

1 Introduction
In-cylinder charge motion has been steadily gaining importance

since the introduction of new technologies such as gasoline direct
injection �GDI� or homogeneous charge compression ignition
�HCCI�. Understanding the behavior of in-cylinder flow structures
is the first step to efficiently control fuel stratification, turbulence
generation, and heat losses. These factors play a crucial role on
fuel economy, emissions, and engine performance.

For years, engine development has been mainly supported by
experimental tests such as dynamometric and steady flow rig tests.
Latterly, the evolution of optical techniques has allowed sights of
the inside of optical access engines. However, this kind of tests
are tedious, expensive, and limited to low engine speeds. More-
over, they are restricted to a small portion of the whole cylinder.
On the other hand, steady rig tests are easier, faster, and cheaper,
but they yield limited information about engine performance and
in-cylinder flow characteristics under real conditions.

Engine research by computational techniques started by means
of zero-/one-dimensional �0D/1D� simulators. Nowadays, they are
massively employed to study the overall engine gas dynamics, but
in-cylinder studies are gaining more relevance due to the necessity
to improve combustion and reduce emissions. For this reason,
computational fluid dynamics �CFD� became a useful tool to de-
sign complex engine components such as combustion chambers,
manifolds, and injectors. During the last years CFD has been sig-
nificantly improved, especially thanks to high performance com-

puting �HPC�, allowing more real engine simulations. Nowadays,
efforts are focused on simulating injection of fuel, combustion,
and chemical species evolution for emission control. But, on the
other hand, experimental techniques such as steady rig and cold
dynamic tests �optical� are daily employed. Several papers report
CFD simulations of intake-compression or compression-
expansion strokes �1–8�, but only a few deal with whole engine
cycles �9–14�. One possible explanation might be found on the
difficulty to handle the extreme mesh deformations around valves
and the topological changes during valve opening and closing.
Moreover, combustion model estimations are far from accurate, so
cold in-cylinder simulations are the first step to understand in-
cylinder flow dynamics.

In this work experimental and CFD steady tests were carried
out. Subsequently, the in-cylinder flow behaviors under cold and
real dynamic conditions were solved by CFD and results were
compared with the steady ones, concluding about the usefulness
of steady and dynamic tests.

2 Methodology
A commercial 16-valve four-cylinder spark ignition Fiat Torque

engine was employed. Table 1 consigns the main constructive and
operative characteristics of the engine. Crank angles �CAs� are
given with reference to the top dead center �TDC� at the begin-
ning of the intake stroke. Steady test conditions are not standard-
ized, so it is important to describe the methodology to carry on the
different tests. As regards to the performed steady test simulations,
they reproduced the experimental conditions as exactly as pos-
sible.

Three kinds of steady tests were carried out as follows: flow-
meter, swirl, and tumble tests. For all tests, a constant pressure
drop of 6227 Pa �equivalent to 25 in. of water� �SuperFlow SF-
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600� was applied to the cylinder head to induce flow. A rotating-
honeycomb swirl meter �SM� �AUDIE Technology� was em-
ployed to perform the angular momentum measurements.

2.1 Experimental Procedure: Steady Tests. As regards to
flow discharge coefficients, both the intake and the exhaust sys-
tems were studied. Flow entered the cylinder through the intake
system, and left the cylinder through the exhaust. In order to re-
duce flow turbulence and wave effects, a 100 mm cylinder was
placed between the cylinder head and flowbench. Additionally, a
nozzle and a diffuser were placed at the beginning and at the end
of the intake and exhaust ducts, respectively.

For swirl tests the swirl meter was inserted between the cylin-
der and flowbench. As regards to tumble tests, they were per-
formed through a L-shape tumble bench �Fig. 1� of our own de-
sign and based on CFD analysis �15�.

The employed tumble bench has some interesting characteris-
tics. First, the lateral duct has a diameter larger than the cylinder
bore, thus reducing tumble loss. Moreover, tumble loss is fairly
linear along the lateral duct. Second, the fact that the tumble
bench has only one lateral duct produces more intense angular
momentum. Third, the tumble loss at the joint between the cylin-
der and the lateral duct is negligible, so tumble below the cylinder
head can be estimated by linear extrapolation with two measure-
ments along the lateral duct �P2 and P4, for example�. Finally, in
general, L-shape benches are asymmetric with respect to the cyl-
inder mean plane, so one of the intake valves produces more
tumble than the other �16�. This can be observed by measuring the
tumble generated while one of both valves is kept closed. How-
ever, no difference was experimentally observed for this tumble
bench. That is, both valves produced the same tumble regardless
of which one was closed. That might be explained by the signifi-
cant distance that exists from the lateral duct to the bridle �30
mm�, and the fact that the joint between the cylinder and the

lateral duct is symmetric. From the experimental results, it was
found that this tumble bench introduces a pressure drop, reducing
the mass flow rate at maximum valve lift in 7%.

3 Numerical Procedure

3.1 Computational Model. Due to the narrow dimensions of
the engine ports, in order to obtain the engine geometry, it was
necessary to make positive replicas from the intake and exhaust
ports �low-contraction silicone� and the combustion chamber
�high-rigid polyester resin�. Afterwards, replicas were measured
by means of a three-dimensional rotary laser scanner �Roland
LPX-250�, obtaining around 550,000 points over the surfaces of
replicas. Pathlines were drawn from selected points �GID 7.2� and
then exported to ANSYS-ICEM 10.0 to generate the overall surface
by adding small patches �Fig. 2�.

The meshes were generated in ANSYS-ICEM 10.0. The optimum
element size �1.1 mm� �15� was obtained through a mesh conver-
gence study. Around 2�106 tetrahedral elements were required to
get an accurate description of the layout of the steady rig tests.

3.1.1 Steady Test Simulations. Results were obtained by using
the incompressible and isothermal Navier–Stokes equations. Al-
though air is clearly a compressible fluid, due to the relatively low
flow velocities close to the valves �maximum Mach number of
around 0.2�, the compressible effects on the air are less than 4%;
therefore, incompressible formulation is appropriate in this con-
text. Turbulence was modeled through a standard k-� model.
Simulations were unsteady, so a suitable time step was obtained
through a time-convergence study, this being 5�10−5 s �15�. At
least 1000 time steps were solved for each valve lift. Results were
obtained as a time average of 10 solutions in time along the simu-
lated period.

Steady test simulations reproduced the experimental conditions.
Cylinder head was subjected to a pressure drop that was progres-
sively increased from 0 Pa to 6227 Pa �25 in. of water� in order to
avoid overflow problems.

A boundary condition of total pressure was fixed at the inlet,
while an opening condition was employed for the outlet �this al-

Table 1 Constructive and operative data of the engine

Cylinder Valves characteristics

Fuel Gasoline Intake Exhaust
Number of cylinders 4 Diameter �mm� 30.4 29.9

Piston displacement 1582 cm3 Maximum lift �mm�
at CA

9 mm at
102.5 deg

8.5 mm at
618.5 deg

Bore 87 mm
Stroke 68 mm Opening period �CA� 255 deg 253 deg
Compression ratio 10.5:1 OVA �CA� 25 deg 48 deg
Connecting rod length 118 mm CVR �CA� 50 deg 25 deg

Fig. 1 Sketch of the tumble bench employed Fig. 2 Computational model
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lows the flow to leave or to enter the domain according to pressure
conditions�. A no-slip boundary condition was fixed at walls, and
a roughness of 0.2 mm was applied at the intake and exhaust duct
walls.

Models were solved with distributed calculus in a Beowulf
cluster with 20 single-core processors; around 24 h were neces-
sary to obtain each valve lift result.

3.1.2 Dynamic Test Simulations. For dynamic test simulations
the compressible Navier–Stokes equations were solved, including
the thermal equation for both cold and real dynamic simulations.
Cold dynamic simulations were performed under atmospheric
pressure and room temperature conditions at the inlet and outlet
boundaries, and room temperature was also set at the engine
walls. Although these engine test conditions are far from the real
ones, experimental tests under these conditions are usually carried
on in order to visualize the in-cylinder flow patterns and measure
the vortex dynamics, so cold versus real dynamic simulations can
be useful to extract conclusions about the suitability of the firsts.

Tackling the dynamic simulation of the whole engine cycle in-
volves at least two main difficulties: the mesh deformation and the
topological changes in the geometry. Mesh deformation was
handled by a Laplacian algorithm, which, at each time step, com-
putes the displacement of the inner nodes due to the imposed
motions at some boundary walls. Moreover, that was combined
with remeshing after several time steps, thus preserving mesh
quality. Seventeen remeshes were needed to complete the whole
engine cycle. The mesh deformation algorithm of ANSYS-CFX 10.0
did not prove to be robust enough, so better algorithms, such as
the one introduced by Lopez et al. �17�, are being considered in
order to reduce the remeshing steps from 17 to only 4.

Simulations start at the TDC when all valves are opened and the
intake and exhaust systems are connected to the cylinder �domain
ICE at Fig. 3�. Then, the exhaust valves close and the exhaust duct
is disconnected to the cylinder. After that, the exhaust system is
solved separately. Six different IC domains are needed to repre-
sent the intake process �from 0 CA to 208 CA�. Once the intake
valves are completely closed �at 208 CA�, three isolated domains
are solved �I, C, and E�. At 492 CA deg, the exhaust valves are
opened, connecting the exhaust duct to the cylinder �domain CE�,
so initial conditions have to be fed from the isolated domains C
and E. For this purpose, a user external Fortran routine �UEFR�
was incorporated to ANSYS-CFX. This routine uses a directed-

search algorithm to find the cell of the C domain or E domain,
where each one of the nodes of the assembled CE domain is
located. Then, a finite element interpolation is employed to find
initial conditions for temperature, pressure, and turbulence �15�.
The assembled methodology is also applied when the intake
valves are opened.

The extreme deformation of the mesh around the valve seats is
a really hard problem for the mesh deformation algorithm. So, the
minimum valve lift was limited to 0.6 mm. That is, the domains
were connected or disconnected when the valve lifts reached a lift
threshold of 0.6 mm. Although this reduces the valve opening
period, the mass flow rate at low valve lifts can be neglected.

Even though the simulation of several isolated domains is la-
borious, it allows the use of an increased time step to simulate the
intake and exhaust systems due to the low gas velocity inside
ducts, thus reducing the cost of simulations without introducing
convergence problems.

The real valve displacements were computed through the well-
known crank-slider mechanism expression �18� and then intro-
duced to simulations through an UEFR.

The time step at 1500 rpm was 5�10−5 s �the same as for
steady tests�, while it was reduced to 2.5�10−5 s at 3000 rpm
and 1.66�10−5 s at 4500 rpm in order to keep the Courant num-
ber almost constant.

Depending on the mesh sizes, between 8 and 20 cluster proces-
sors were employed to solve the dynamic simulations. The simu-
lation of one engine cycle at 1500 rpm demanded about 40 h, this
value increasing to 80 h at 3000 rpm and to 120 h at 4500 rpm.

3.1.3 Combustion Model. For homogeneous charge spark ig-
nition �HCSI� engines, combustion takes place in a very thin zone
�a few millimeters�, where flame propagation is fairly laminar.
Turbulence distorts, stretches, and corrugates the thin combustion
zone, increasing the flame front surface area and enhancing the
mixing of reactants. Combustion phenomenon can be classified
under the turbulent premixed combustion flamelet regime. This
regime has the advantage of allowing the flow behavior and the
combustion phenomenon to be solved separately, only introducing
the combustion effect by means of a heat source in the energy
balance equation �7,19�.

In this work, a phenomenological simple combustion model
was implemented in order to roughly quantify the effect of com-
bustion �change in temperature, pressure, and gas properties� over
the in-cylinder flow behavior. As expected, combustion increases
the gas temperature and pressure, affecting mainly the gas viscos-
ity, thermal conductivity, and heat capacity. But the most evident
effect is that the in-cylinder pressure increment affects the in-
cylinder mass flow rate during the intake and exhaust processes,
modifying the in-cylinder flow structures. The combustion model
was incorporated through a UEFR. This takes into account the
main in-cylinder flow variables �average pressure and temperature
and the turbulence quantities k and ��, applying a simple fractal
model to estimate the turbulent burning velocity �St�

St

Sl
=

At

Al
� � le

li
�D3−2

�1�

where Sl is the laminar burning velocity, At and Al are the turbu-
lent and laminar flame front surface areas, and le and li are the
outer and inner turbulent spatial cutoff scales, respectively �20�.
Finally, D3 is a fractal dimension. The scales le and li are related
to the biggest and the smallest turbulent structures of the flow,
respectively. le and li were assumed as the integral scale and the
Kolmogorov one, respectively. The fractal dimension D3 was cal-
culated through a correlation proposed by North and Santavicca
�21� as

D3 = C1
u�

u� + Sl
+ C2

Sl

u� + Sl
�2�

Fig. 3 Different kinds of domains employed to simulate the
whole engine cycle
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In Eq. �2�, u� is the turbulent intensity, and C1 and C2 are model
constants �C1=2.35 and C2=2.0�. Returning to Eq. �1�, the well-
known correlation proposed by Meghalchi and Keck �22� was
employed to estimate the laminar burning velocity �Sl� as

Sl = Sl0�Tu

T0
��� p

p0
��

�1 – 1.5Yres� �3�

where Sl0 is a reference laminar burning velocity related with the
fuel and the stoichiometric ratio of the mixture, Tu is the tempera-
ture of the unburned gas, and Yres is the residual gas fraction. Sl0,
�, and � are obtained from

Sl0 = B1 + B2��̃ − �0�2

� = 2.18 − 0.8��̃ − 1�

� = − 0.16 + 0.22��̃ − 1� �4�

Due to the combustion model not being a true multizone model,
there is no real interface separating the burned and unburned
gases. So, an algebraic estimation of the laminar flame front sur-
face area �Al� must be performed, assuming that an imaginary
flame is spherically growing from the spark plug �St is isotropic�.
Then, the estimation of Al must be performed in order to know
how much fuel is being burned at each time step due to the flame
front advance. That allows the introduction of a homogeneous
heat source xḃ in the Navier–Stokes equations. xḃ has the follow-
ing form:

xb• = StAlQfuel = StAl
mfuelEfuel

Vcyl
�5�

where mfuel is the mass of fuel at the ignition time, Efuel is the
specific heat of the fuel, and Vcyl is the current volume of the
combustion chamber �Vcyl= f�t��

Fluid properties notoriously change with temperature varia-
tions, so some suitable correlations were introduced to estimate
the constant pressure heat capacity �Cp�, thermal conductivity ���,
and dynamic viscosity ���.

As it was previously mentioned, cold dynamic simulations were
performed under atmospheric conditions at inlet and outlet. How-
ever, for real dynamic simulations, constant boundary conditions
are far from realistic because combustion induces significant tem-
perature and pressure waves inside the ducts. Moreover, the com-
putational model considers only a fraction of the overall engine,
so the influence of the other cylinders has to be properly repre-
sented. For these two reasons, the overall engine was modeled by
0D/1D engine software of our own development �23,24�. The
0D/1D engine simulator allows to handle the overall layout of
pluri cylinder engines, modeling ducts by one-dimensional mass,
momentum, and energy Euler equations, adding appropriate terms
for taking into account heat transfer and frictional losses, and
solving by finite element method. As for cylinders, plenums, and
tanks, they are approximated by zero-dimensional mass and en-
ergy balances. Finally, the in-cylinder heat release �combustion� is
modeled by the Wiebe function �18�. 0D/1D simulator parameters
were tuned by fitting the power and torque curves of the engine
along the overall engine speed range �1000–6500 rpm�, using
typical SI engine parameters for the Wiebe equation �a=2.0, m
=5.0, �	=80 CA, and 	0=340 CA�. Once a good agreement
was reached, dynamic boundary conditions �pressure, tempera-
ture, and turbulence� were extracted from the 0D/1D results and
incorporated to the 3D computational model by means of an
UEFR. 3D simulations were carried on and the combustion dura-
tions estimated from the CFD combustion model were feed on the
0D/1D simulator to improve the estimation of the dynamic bound-
ary conditions for the 3D simulations.

4 Results and Discussion
This section shows numerical and experimental steady test re-

sults. Then, the results concerning dynamic test simulation are
presented, focusing on describing the main flow characteristics
and averaged flow quantities. Finally, steady and dynamic results
are compared so as to evaluate the suitability of the former and the
in-cylinder flow behavior.

4.1 Numerical and Experimental Steady Rig Tests

4.1.1 Flow Meter Tests. Figure 4 shows numerical and experi-
mental results of flow discharge coefficients for the intake �called
Test 1� and exhaust �called Test 2� systems. Note that an accept-
able concordance is obtained between CFD and experimental re-
sults. Differences are bigger at the mean valve-lift range, the av-
erage relative errors being closer to 6.5%, and the maximum
relative errors around 10%. Both the discharge �CD� and flow �Cf�
coefficients are displayed because the former has more sensitivity
at low valve lifts �CD is calculated based on the current valve
curtain area�, while the latter better reflects the behavior of the
overall system at high valve lifts �Cf is calculated based on the
constant cross section area of the valve seat� �25�.

A comparison of the flow coefficients �Cf� of both systems
showed that the exhaust one has a better efficiency at low valve
lifts �below 4.5 mm�, while the intake system is 17% more effi-
cient at maximum valve lift. For this engine, the maximum valve
lifts are 9 mm and 8.5 mm for the intake and exhaust systems,
respectively �Table 1�. Regarding the flow efficiency, these valve
timings seem to be close to the optimum. The gain in mass flow

Fig. 4 Discharge coefficients „CD and Cf…; upper: intake sys-
tem; bottom: exhaust system
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rate is only 2.5% when the intake valve lift is increased from
9.09 mm to 10.6 mm, while for the exhaust system the improve-
ment on Cf is less than 1%.

4.1.2 Swirl Tests. Typical four-valve cylinder engines produce
negligible swirl, so two timing strategies were employed to ex-
plore the potentiality of this cylinder head to produce swirl. First,
one intake valve was kept completely closed while the other was
opened �called Test 3�. Second, both valves were opened but one
of them was opened 1.51 mm more than the other �called Test 4�.
In order to compare the numerical and experimental results, the
measured angular honeycomb speed from the swirl meter was
converted to the volume-average angular momentum �kg/ms�, ap-
plying the rigid body assumption for the in-cylinder flow

Ms =�
vol


VtrdV =�
0

R

2�rl
r�rdr = �l
�
Bo4

32
�6�

where Bo is the cylinder bore, 
 is the fluid density, and l is the
cylinder height �100 mm� �15�. Figure 5 shows the swirl and mass
flow rate results of both timing strategies.

Correlation between numerical and experimental data is good
enough. However, differences on mass flow rate increase for the
second timing strategy �Test 4�. A look at the upper part of Fig. 5
shows that swirl generation is fairly linear when only one valve is
opened �Test 3�, even though at high valve lifts the mass flow rate
keeps almost constant. One possible explanation for this could be
found in the flow redistribution around the valve curtains while
the valve lift is increased. Small valve lift differences between the
intake valves �Test 4� induce little swirl at medium valve lifts, but
once the valve lift reaches 7.57 mm �starting the asymptotic mass
flow rate zone�, the mass flow rate through both valves becomes
almost the same and swirl generation falls down. Grimaldi et al.
�26� obtained similar results in experimental tests and Mahrous et
al. �14� found that valve-lift differences greater than 100% are
required to induce significant swirl by means of dynamic tests
�CFD�.

Figure 6 shows numerical results of the mass flow distribution

around one valve curtain at 10.6 mm. Note that, if only one valve
is opened �Test 3�, flow turns to the 2–3 direction, clearly influ-
enced by the corresponding intake duct. On the other hand, if both
valves are equally opened �Test 1�, the flow turns to the middle
zone between valves. Similar conclusions have also been reported
in other papers �3,16�.

The honeycomb of the swirl meter introduces negligible pres-
sure drop. A comparison of the results obtained with and without
the device showed that the mass flow rate loss at maximum valve
lift was less than 0.4% �15�.

4.1.3 Tumble Tests. Figure 7 shows numerical and experimen-
tal results obtained at two locations �P2 and P4 in Fig. 1� along the
lateral duct of the tumble bench. Tests 5 and 6 refer to P2 and P4
locations, respectively. A good agreement at low valve lifts at both
locations is found. Moreover, the tumble fall at medium valve lifts
is also well predicted by CFD. However, at location P2 �Test 5�
tumble is significantly overestimated, being the maximum relative
error closer to 61% �at 7.57 mm valve lift� and the average rela-
tive error 25%. As regards position P4 �Test 6�, the maximum
relative error reaches 32% �also at 7.57 mm valve lift�, and the
average one is 32%. Note that even though discrepancies between
numerical and experimental results are noticeable, similar numeri-
cal investigations had yielded errors closer to 100% �16,27�.
Simulations showed that the tumble falling effect also occurs in-
side the cylinder, but curiously it is weaker than that measured in
the lateral duct of the tumble bench. The results at P2 and P4
positions show a similar behavior, indicating that momentum loss
is fairly linear along the lateral duct of the tumble bench.

Note that the tumble generation is almost linearly proportional
to valve lift, except at medium valve-lift range, where the tumble

Fig. 5 Numerical and experimental results from swirl tests;
upper: swirl momentum; bottom: mass flow rate

Fig. 6 Mass flow rate distribution around one valve curtain
when only one valve is opened „dashed line… and when both
valves are equally opened „solid line…

Fig. 7 Numerical and experimental results from tumble tests
for P2 and P4 measurement positions
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falling effect takes place.
Figure 8 displays the numerical results from four strategies to

produce angular momentum �swirl or tumble� using different tim-
ing configurations.

The full tumble strategy �valves equally opened� seems to be
the most effective option to induce momentum. On the other hand,
a small lift difference �of 1.51 mm� smooths tumble production at
mean valve lifts, but also produces a significant reduction in mass
flow rate at low and medium valve lifts. If only one valve is
opened �full swirl�, the maximum momentum is less than half of
that for the full tumble strategy. Also, the mass flow rate reduces
more than 50%. This comparative analysis allows us to estimate
the intensity of the flow structures �tumble and swirl� that might
be induced using variable valve lift �VVL�. As shown in several
papers, steady tests are the first step to design valve timing strat-
egies to control the in-cylinder flow motion �5,16,26,28–30�.

Any valve opening configuration that improves tumble or swirl
will probably affect the volumetric efficiency of the engine nega-
tively. On the other hand, the effect of introducing adjustable
tumble deflectors inside the intake port of this engine has been
numerically evaluated �15�, enhancing tumble by 18%, but reduc-
ing the mass flow rate by 10%. In regards of swirl, the use of a
swirl deflector produced swirl values closer to the previously re-
ported for Test 3, but enhancing the mass flow rate by 46% with
respect to Test 3.

4.2 Numerical Dynamic Tests

4.2.1 Cold Dynamic Simulations. Three engine speed simula-
tions were performed to cover almost the whole engine speed
range �1500 rpm, 3000 rpm, and 4500 rpm�. Initial conditions
were atmospheric over a quiescent flow, but steady results were
quickly obtained after the fourth cycle. Of course, this fast con-

vergence probably will be slower for multicylinder engines, due to
the combination of pressure waves generated by each cylinder
inside the intake and exhaust systems.

Figure 9 shows the evolution of the velocity pattern on a cutting
plane at the intake valve, during the intake and compression
strokes. Note that vortex dynamics is very complex. Structures are
constantly created and destroyed. In Fig. 9, the main structures
have been identified using circles for clockwise rotation sense
vortexes �positive tumble� and squares for counterclockwise ones
�negative tumble�. Moreover, structures are classified according to
its size �big with solid; small with hollow�.

Figure 10 shows the average tumble momentum MT �m2 /s�
along with the turbulent kinetic energy k �m2 /s2� for the last simu-
lated engine cycle. MT is negative until the first 50 CA. Then,
tumble quickly increases, reaching the maximum at 150 CA. Sub-
sequently, tumble evolution linearly decreases until 280 CA, and
it quickly decreases at the end of the compression stroke. After
that, during the expansion stroke, the tumble is negligible, but
negative tumble is produced between 630 CA and 720 CA due to
the flow evacuation when the piston rises.

Turbulent kinetic energy k is mainly produced due to two
mechanisms: first, frictional efforts, flow detachment around valve
vortexes, and large strain gradients during the intake and exhaust
strokes; second, tumble degradation at the end of the compression
stroke. The first mechanism explains the peak of k around 170
CA, and the second causes the significant increment of k around
360 CA �TDC�, this being the maximum k of the whole engine
cycle. k keeps almost null during the expansion stroke and the first
stages of the exhaust stroke. Finally, little turbulence is produced
during the gas evacuation.

The generation of coherent macrovortex structures guarantees
the conservation of a large amount of kinetic energy of the enter-
ing flow until the end of the compression stroke. Then, the de-
struction of the macrovortices transfers the kinetic energy from
the mean flow to smaller turbulent structures �microeddies�, caus-
ing the peak of turbulence close to the spark ignition time. That
increases the burning velocity �St� and improves the overall com-
bustion process �5,31–33�.

Table 2 highlights the effect of the engine speed over MT and k.
For low engine speeds �increment from 1500 rpm to 3000 rpm�,
MT and k increase more than the engine speed. MT increases be-
tween 150% and 300% while k grows over 350%. However, when

Fig. 8 Numerical results for four strategies to produce angular
momentum „swirl or tumble…; upper: angular momentum; bot-
tom: mass flow rate

Fig. 9 Evolution of flow during the intake and compression
strokes on a plane cutting one intake valve
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the engine speed is incremented from 3000 rpm to 4500 rpm, MT
is scarcely incremented, and at 360 CA, the increment is negli-
gible. On the other hand, k increases similarly to the engine speed.
So, the increment of k at high engine speed seems to be caused by
strain and squish than by tumble degradation.

4.2.2 Steady Versus Cold Dynamic Simulations. It is interest-
ing to compare the mass flow distribution around one valve cur-
tain for steady �tumble Test 5� and dynamic cases at different
valve lifts. Figure 11 shows the mass flow distribution �percent-
age� at 6 mm, 8 mm, and 9 mm during valve opening and closing.
In the same graphics, distributions corresponding to steady tests
are also included. Naturally, for steady tests, the opening and clos-
ing events are the same. In the polar diagrams, the flow crossing
the upper segment from 1 to 7 produces positive tumble momen-
tum, so this segment is called the positive curtain of the valve.
The bottom segment from 1 to 7 is called the negative curtain of

the valve.
Note that for the three engine speeds flow distributions for dy-

namic tests are fairly similar during opening and also for the
maximum valve lift. However, they completely change during the
closing phase. Steady distributions are roughly similar to dynamic
ones when valves are opening, but the differences become signifi-
cant once the maximum valve lift is reached and start the closing
phase. The orientation of the flow at the middle zone between the
intake valves is more evident for the dynamic cases. At maximum
valve lift the entering flow through the negative curtain of the
valve diminishes with respect to the steady case.

The significant change in flow distribution at high valve lifts for
dynamic tests enhances tumble generation with respect to the
steady estimations. Moreover, the mass flow rate entering through
the negative curtain is reduced even more during valve closing,
improving tumble production.

Figure 12 in its upper part, shows the tumble generation while
valves are opened as a function of the valve lift. Note that positive
tumble appears after 7 mm valve lift in the opening phase, even
though the mass flow rate before this valve lift is quite significant,
as shown at the bottom of Fig. 12. The negative tumble at the
beginning of the cycle might be explained by the flow leaving the
cylinder through the exhaust valves at the end of the previous
cycle, and due to the significant fraction of flow entering through
the negative curtain of the intake valves at valve lifts below 7 mm.
The fast production of positive tumble after 7 mm can be due to
the change in flow distribution around the valve curtains. Curi-
ously, for the three engine speeds analyzed, around 70% of the

Fig. 10 Tumble momentum „upper… and turbulent kinetic en-
ergy „bottom… for the three engine speeds

Table 2 Increments of tumble momentum MT and turbulent ki-
netic energy k by increasing engine speed

Engine speed
increments

Percentage increments
�%�

Maximum at 342 CA at 360 CA

MT k MT k MT k

1500–3000 153 387 157 350 300 365
3000–4500 38 111 39 119 5 100
1500–4500 250 929 257 889 320 830

Fig. 11 Mass flow distribution around one valve curtain for
several valve lifts and steady and cold dynamic simulations
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maximum tumble is reached at the maximum valve lift and the
maximum tumble is reached at 8 mm valve lift �while valves are
closing�. Thereafter, tumble decreases almost linearly during
valve closing.

As regards to the mass flow rates, no conclusions can be drawn
about the relationship between the steady and cold dynamic be-
haviors of the engine because it is difficult to do both experiments
at the same operation conditions. While steady tests are performed
under constant pressure drops with a flow completely developed,
in cold dynamic tests, the cylinder pressure continuously changes,
depending on piston and valve motion with a significant influence
to the flow field.

Flow discharge coefficients obtained through steady tests are
quite independent of the pressure drop �25,27�. In order to com-
pare steady versus dynamic results it is valid to scale the steady
curve of mass flow rate in such a way that it matches the dynamic
one at maximum valve lift �9 mm� for each engine speed. Then, it
is possible to see the overestimation in mass flow rate predicted
by steady tests with respect to the dynamic ones, especially during
valves closing. As previously observed in Fig. 11, differences be-
tween steady and dynamic results are bigger during valve closing
than during valve opening.

4.2.3 Real Versus Cold Dynamic Simulations. Dynamic
boundary conditions extracted from 0D/1D simulation were
achieved and a phenomenological combustion model was imple-
mented in order to perform more real dynamic simulations. Re-
sults for the same three engine speeds �1500 rpm, 3000 rpm, and
4500 rpm� were obtained, these highlighting the differences with

respect to cold dynamic tests.
As for the mass flow rate, the main differences between cold

and real hot simulations are found at the beginning and at the end
of the cycles. Under real engine conditions, flow motion is mainly
governed by pressure differences, but for cold dynamic tests, flow
is pushed or sucked by the piston motion �Fig. 13�. Note that the
intake process is fairly similar for cold and real simulations, but
significant differences appear when exhaust valves are opened.
The maximum mass flow rate for cold dynamic tests takes place
close to the maximum exhaust valve lift, while for real dynamic
tests, it immediately occurs once the valves open.

Comparing Figs. 10 and 14, the evolution of tumble is quite
similar for cold and real simulations, although the maximum
tumble increases for real tests �20% at 1500 rpm, 18% at
3000 rpm, and only 4% at 4500 rpm�. An oscillatory behavior is
found at the end of the cycles for real dynamic tests, possibly due
to the variations in mass flow rate caused by pressure waves at the
intake and exhaust systems.

Turbulent kinetic energy k for real dynamic simulations is
greater than for cold ones, and differences become more signifi-
cant as the engine speed is increased. The first peak during the
intake stroke gains importance during real dynamic simulations,
and for 4500 rpm, it becomes the highest, indicating that tumble
degradation at the end of the compression stroke produces less
turbulence than the strain efforts during the intake stroke.

Table 3 consigns the increments of MT and k �percentage� after
the introduction of the combustion process. Note that the effect of
combustion over tumble diminishes with engine speed increment,
but tumble is always bigger than that for the cold tests. Similar
conclusions can be reached by analyzing the turbulent kinetic en-
ergy.

Fig. 12 Upper: tumble momentum as a function of valve lift for
steady and dynamic tests; bottom: mass flow rate along the
intake process

Fig. 13 Mass flow rate for cold „upper… and real „bottom… dy-
namic simulations
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4.2.4 Combustion Behavior. Figure 15 on the upper part, dis-
plays the evolution of the main characteristic variables with the
implemented combustion model �at 1500 rpm�, while on the bot-
tom part, the turbulent burning velocity �St� for the three engine
speeds is drawn. The flame front radius is the time-integrate tur-
bulent burning velocity. Note that the flame front area changes
when the flame front reaches the piston crown surface �around
355 CA� and the cylinder surface �around 405 CA�. Although the
implemented combustion model is a rough simplification of the
complex combustion phenomenon, it is still adequate to estimate
the influence of turbulence due to tumble degradation. As shown
in Fig. 15, St is directly related with turbulence enhancement, but
St quickly diminishes after the TDC. Moreover, the increment on
St due to turbulence is not enough to compensate the increment in
engine speed, and combustion process is extended during the ex-
pansion stroke.

5 Conclusion
In this work numerical and experimental tests were performed

over a commercial engine. Some mean flow characteristics of this
engine such as mass flow discharge coefficients and tumble and
swirl productions were investigated. About steady tests, the fol-
lowing conclusions were reached:

�a� CFD proved to be adequate to capture the tumble falling
effect at medium valve lifts, making it possible to relate
this effect with the vortex dynamic below the intake
valves.

�b� Considering exclusively the generation of swirl, the
greater the differences between valves lifts, the greater
the swirl production, not taking into account the loss of
volumetric efficiency produced.

�c� There is a cooperative effect between the intake valves,
improving significantly the discharge coefficients when
both of them are opened.

Cold dynamic simulation results allow us to find the following
conclusions:

�a� The steady-state engine conditions are reached after no
more than four cycles. Probably, more cycles are neces-
sary for multicylinder engines

�b� Positive tumble dominates the whole cycle, starting to
grow after 50 CA, and reaching a peak around 144 CA.
Then, a fast vortex degradation takes place from 280 CA
to 360 CA, enhancing turbulence. After 630 CA, negative
tumble is induced by gas evacuation.

�c� The abrupt increment of tumble nearby the maximum
valve lift is mainly consequence of the change in the
mass flow rate distribution around the valves curtains.

Fig. 14 Tumble momentum MT „upper… and turbulent kinetic
energy k „bottom… for the three engine speeds

Table 3 Increments of MT and k „percentage… as a result of
introducing the combustion process

Engine speed

Percentage increments
�%�

Maximum at 342 CA at 360 CA

MT K MT k MT k

1500 22 37 71 33 190 26
3000 18 16 39 17 40 19
4500 4 64 0 4 5 3

Fig. 15 Combustion variables for 1500 rpm „upper… and burn-
ing velocity „bottom… the for three engine speeds
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�d� k has two peaks: the first one during the intake process,
and the other one due to tumble degradation near to the
TDC at the end of the compression stroke.

�e� MT and k are proportional to the engine speed, but their
increments are more significant from 1500 rpm to
3000 rpm than from 3000 rpm to 4500 rpm.

Regarding the combustion process, the following conclusions
seem appropriate:

�a� Differences between cold and real dynamic simulations
are highlighted by drawing the in-cylinder mass flow
rates. For cold tests, flow is governed by piston kinemat-
ics, while for real tests pressure differences drive the flow
dynamics.

�b� MT is slightly affected by the combustion process. On the
other hand, k is substantially increased during the intake
stroke. Moreover, at 4500 rpm, the maximum k is not due
to tumble degradation but to frictional efforts during the
intake process.
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There is a growing interest in organic Rankine cycle (ORC) tur-
bogenerators because they are suitable as sustainable energy con-
verters. ORC turbogenerators can efficiently utilize external heat
sources at low to medium temperature in the small to medium
power range. ORC turbines typically operate at very high pres-
sure ratio and expand the organic working fluid in the dense-gas
thermodynamic region, thus requiring computational fluid dynam-
ics (CFD) solvers coupled with accurate thermodynamic models
for their performance assessment and design. This article presents
a comparative numerical study on the simulated flow field gener-
ated by a stator nozzle of an existing high-expansion ratio radial
ORC turbine with toluene as working fluid. The analysis covers
the influence on the simulated flow fields of the real-gas flow
solvers: FLUENT, FINFLO, and ZFLOW, of two turbulence models and
of two accurate thermodynamic models of the fluid. The results
show that FLUENT is by far the most dissipative flow solver, result-
ing in large differences in all flow quantities and appreciably
lower predictions of the isentropic nozzle efficiency. If the combi-
nation of the k�� turbulence model and FINFLO solver is

adopted, a shock-induced separation bubble appears in the calcu-
lated results. The bubble affects, in particular, the variation in the
flow velocity and angle along the stator outlet. The accurate ther-
modynamic models by Lemmon and Span (2006, “Short Funda-
mental Equations of State for 20 Industrial Fluids,” J. Chem. Eng.
Data, 51(3), pp. 785–850) and Goodwin (1989, “Toluene Ther-
mophysical Properties From 178 to 800 K at Pressures to 1000
Bar,” J. Phys. Chem. Ref. Data, 18(4), pp. 1565–1636) lead to
small differences in the flow field, especially if compared with the
large deviations that would be present if the flow were simulated
based on the ideal gas law. However, the older and less accurate
thermodynamic model by Goodwin does differ significantly from
the more accurate Lemmon–Span thermodynamic model in its
prediction of the specific enthalpy difference, which leads to a
considerably different value for the specific work and stator isen-
tropic efficiency. The above differences point to a need for experi-
mental validation of flow solvers in real-gas conditions, if CFD
tools are to be applied for performance improvements of high-
expansion ratio turbines operating partly in the real-gas regime.
�DOI: 10.1115/1.3204505�

Keywords: organic Rankine cycle, real gas, high expansion ratio,
radial turbine, CFD simulation

1 Introduction
In organic Rankine cycle �ORC� processes, the working fluid is

an organic substance, which allows for the efficient application of
the Rankine cycle principle, also to the energy conversion of low-
temperature heat sources �starting from approximately 90°C� and
for low-power output �from few kWe up to few MWe�. Current
applications of ORC turbogenerators are the electricity generation
from low-grade geothermal heat reservoirs, from biomass fuel, the
energy recovery from turbogas or reciprocating engines, and from
industrial waste heat. The installed power of geothermal ORC
plants now totals approximately 1000 MWe �1�, and can be con-
sidered a mature technology �2�. ORC systems designed for com-
paratively high-temperature heat sources demonstrated to be a vi-
able technology for small-scale biomass-fired combined-heat-and-
power energy conversion �3–6�. The use in the near future of ORC
power systems coupled with solar concentrators �7�, high-
temperature fuel cells �8�, and for domestic cogeneration is also
very attractive.

The selection of the working fluid is the key to the achievement
of high isentropic efficiency of the turboexpander, which is usu-
ally in a single stage and often features a low peripheral speed and
optimal dimensions. Other advantages include �i� simple cycle
configuration even for large sink/source temperature ratio, be-
cause of the nonextractive desuperheating regeneration, �ii� dry
expansion of the fluid through the turbine is easily achievable and
often even without superheating of the vapor at the inlet, �iii� the
minimum and maximum pressures of the thermodynamic cycle
can be selected independently of the sink/source temperatures �to
a certain degree�, and �iv� the supercritical cycle configuration can
be obtained with low maximum cycle pressure, and also if the
heat source is at low temperature �9,10�. In addition, it can be
shown that, the heat of vaporization of organic fluids being much
lower than that of water, a better match between the heating tra-
jectory of the working fluid and the cooling trajectory of the heat
source can be achieved. As a result, the heat source can be cooled
to a significantly lower temperature �11�. Classes of substances
that are currently employed as working fluids in ORC power
plants are the linear or cyclic hydrocarbons, the refrigerants, and
the siloxanes. The optimization of a mixture as a working fluid
was also proposed �12�.

Expansions in ORC turbines are characterized by two distin-
guishing features. Owing to the use of heavy and molecularly
complex substances as working fluids, the expansion features a
small specific enthalpy drop, which allows for the adoption of
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only one or two stages, without running into the problem of high
rotational speed and associated penalties on efficiency �9�. As a
consequence though, the expansion pressure ratio per stage is
typically very high �5–50�, especially for radial turbines �50–150�,
so that the flow through the stator nozzle is highly supersonic
�13�. The second important difference with respect to steam and
gas turbines is the fact that the initial part of the expansion process
takes place comparatively close to the critical point of the working
fluid in the so-called dense-gas or real-gas thermodynamic region,
where the ideal gas law does not apply. Complex thermodynamic
models of organic fluids are therefore required for the correct and
accurate �computational� fluid dynamic design and performance
evaluation of high-expansion ratio ORC turbines.

The need for fluid dynamic simulations of expansions in the
dense-gas region has led to the interfacing of existing finite-
volume computational fluid dynamics �CFD� solvers with pro-
grams for the estimation of thermodynamic properties of fluids,
featuring various degrees of accuracy �see, e.g., Refs.
�10,14–22��. Examples of such CFD programs are the FINFLO

solver, which was extended to allow for real-gas simulations �16�
in order to aid the aerodynamic design of the stator of an ORC
turbine �23�, and ZFLOW �21, 24, and 22�, which was specifically
developed with the aim of creating a highly accurate real-gas flow
simulation program, capable of treating complex geometries. The
commercial CFD code FLUENT can also be interfaced with real-gas
thermodynamic models �25�. FINFLO, ZFLOW, and FLUENT were
validated for turbomachinery expansions in the ideal-gas thermo-
dynamic region by comparing with the experimental data
�10,16,21,26–28�. However, due to the lack of measurements of
flows occurring in the dense-gas region, none of the codes have
been validated on dense-gas flows. Without proper validation,
these programs cannot be used as a predictive tool for the design
of ORC turbines.

The aim of the work documented in this article is twofold. On
the one hand, the study has the objective of demonstrating the
possibility of effectively simulating, using state-of-the-art models,
real-gas flows through blade passages of ORC turbine stators
characterized by large pressure ratios; on the other hand, the in-
vestigation focuses also on the assessment of different flow solv-
ers, turbulence models, and accurate thermodynamic models on
the results. The results of the simulations are discussed quite ex-
tensively, and the outcome of this study is summarized in the
concluding remarks, which also reports plans for future research.

2 The Test Case: The Stator of the Tri-O-Gen Radial
Turbine

The test case for this study is the expanding flow of dense
toluene �C6H5CH3� vapor in the stator nozzle of a radial ORC
turbine. This is the main component of the 150 kWe combined-
heat-and-power ORC turbogenerator, manufactured by Tri-O-Gen
B.V. The turbine and main pump of this ORC system are mounted
on the same shaft, together with the high-speed electrical genera-
tor, as shown in Fig. 1�a�. This arrangement allows for a compact
and hermetic unit to be effectively integrated with the other com-
ponents. Selected design specifications of the turbine are listed in
Table 1. The aerodynamic design of the Tri-O-Gen turbine �16,23�
was performed with the help of the FINFLO solver, interfaced to the
thermodynamic property data of toluene, calculated with the
model developed by Goodwin �29�. This article presents simula-
tions of the Tri-O-Gen stator performed with a more accurate
thermodynamic model developed by Lemmon and Span �30�, as
well as with the three mentioned CFD solvers �FINFLO, ZFLOW,
and FLUENT�, and several turbulence models.

2.1 Grid Independency and Convergence Criteria. The
flow through the stator nozzle ring is mainly two-dimensional in
the radial plane, and the influence of the endwall boundary layers
on the flow field is assumed to be small. Coarse and fine 2D

structured computational grids �Fig. 1�b�� have been generated,
consisting of 11,264 and 26,112 quadrilateral cells, respectively.
Since the turbulence models implemented in FINFLO are of the
low-Reynolds type, the grids were generated such that the nondi-
mensional wall distance y+ is of order 1 or smaller at the first cell
adjacent to the wall �25�. For the FINFLO simulations, the largest
differences between the solutions obtained using the two grids are
observed for the density and the pressure at the throat �about
0.4%�. The differences observed in the grid-convergence study
performed with FLUENT are largest at the outlet of the stator: The
pressure and the density calculated with the fine and the coarse
grid differ by about 3%, and this corresponds to 2.6 kPa and
0.05 kg /m3, respectively. It can therefore be concluded that the
computational results are grid independent with both FINFLO and
FLUENT.

The convergence of the simulations was ensured by monitoring
the residuals and the maximum change in the pseudotime of the
mass flow entering and leaving the computational domain. The
iterations were continued until the scaled residuals decreased to
10−3 for all the conservation equations, except for the energy
equation, for which the limiting value was set to 10−6. For these
values of the residuals, the density does not change anymore, and
the difference in mass flow rate is smaller than 0.8%.

2.2 Influence of Real Gas Behavior. The flows of dense
gases are different from their ideal gas counterparts, first of all
because of the different volumetric relation, leading to quantita-
tive deviations. In addition, for fluids that are complex enough,
the dependence of the variation in the speed of sound on the
density along isentropes in the dense-gas region is inverted, lead-
ing also to significant qualitative differences in the fluid dynamics
�22�. The current test case has inlet conditions at reduced pressure
and temperature �reduced with their respective critical point val-
ues� of 0.77 and 0.99, respectively, corresponding to a compress-
ibility factor of 0.61. Given the common practice, it is important
to remark that fluid dynamic simulations of this stator nozzle,
based on the polytropic ideal gas model, would lead to strong
average deviations from true fluid flow behavior �10,22�. On av-

Fig. 1 „a… The stator and rotor of the Tri-O-gen ORC turbine.
The main pump, the rotor of the electrical generator, and the
rotor of the turbine are mounted on the same shaft. „b… Coarse
2D computational grid „11,264 cells… of the stator nozzle for the
viscous simulations. The figure aspect ratio is deformed since
the blade design is a confidential property of the manufacturer.

Table 1 ORC turbine specifications and boundary conditions
for the CFD simulations

Total inlet pressure p01 �bar� 31.9
Total inlet temperature T01 �°C� 314.5
Stator static backpressure p2 �bar� 0.55
Turbine overall pressure ratio p01 / p4 120.5
Mass flow rate ṁ �kg/s� 1.24
Working fluid Toluene
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erage, these deviations are at least approximately 10% for the
Mach number and pressure distributions, 50% for the flow veloc-
ity and sound speed �where the sound speed would incorrectly
decrease instead of increase�, 40% for the density, 15% for the
mass flow rate, and 30% for the total pressure loss and the flow
exit angles �2 deg�.

2.3 Influence of Fluid Thermodynamic Models on Energy
Balances. Based on pressure and temperature measurements taken
at the turbine inlet of an ORC plant under testing, the calculation
using the Goodwin thermodynamic model predicts a specific en-
thalpy drop due to the expansion through the turbine that is 6.3%
higher than the one predicted by means of the Lemmon–Span
model. A detailed energy-balance study �31� that relates the en-
thalpy drop to the measured electrical power output and power
absorbed by the main pump showed that the predictions, based on
the Goodwin equation of state, would lead to an improbably high
estimation of the isentropic efficiency of the turbine �87%�, given
the very large expansion ratio. The use of the Lemmon–Span ther-
modynamic model leads to a more realistic isentropic turbine ef-
ficiency of 82%. This is expected since closer to the critical point,
accurate experimental data are mandatory in order to obtain good
estimations with equations of state. The Lemmon–Span model is
therefore expected to perform especially better in this thermody-

namic region, as it is fitted on data that were not available when
the model by Goodwin �29� was developed. The use of the
Lemmon–Span thermodynamic model shows that, for the ORC
power plant operating at design conditions, 6% less shaft power
can actually be obtained with respect to the power output esti-
mated by the design calculations, which relied on the Goodwin
thermodynamic model.

3 Simulation Results
Computed flow field solutions obtained using the different

models and flow solvers are systematically compared. In all simu-
lations, the pressure and temperature at the stator inlet and pres-
sure ratio are specified. An overview of results is presented in
Table 2, which compares the typical differences in relevant flow
and performance parameters observed for the various models. For
conciseness, only key differences are described in more detail.

3.1 Effect of Flow Solvers. Figure 2 shows the Mach number
contours of the flow through the turbine stator, as calculated using
FLUENT and FINFLO, both based on the k−� turbulence model, the
Lemmon–Span thermodynamic model, and the extended corre-
sponding states-based transport property model. As can be noted,
the structure of the flow field is similar. An oblique shock emerges

Table 2 Typical percentage differences of area-averaged values obtained for the comparison
of the models under investigation. The accurate thermodynamic models are the Goodwin
model and the more recent Lemmon–Span model. Ranges are specified for the comparisons of
the viscous FLUENT with viscous FINFLO and inviscid FLUENT with inviscid ZFLOW, and for the
comparisons of the k−ε and k−� turbulence models compared for each of the two viscous
flow solvers. The difference in isentropic efficiency and outflow angles is given in percentage
points and degrees, respectively.

Flow
solvers

Turbulence
models

Accurate thermodynamic
models

Ideal-gas model
�from Ref. �22��

Inlet density �01 0 0 0–2 64
Outlet pressure p2 6–16 0–1 1 10
Outlet density �2 6–15 0–1 1 1
Outlet Mach number Ma2 2–5 0–1 0 10
Outlet velocity c2 2–5 0–1 0 50
Outlet flow angle �2 �deg� 1–2 0–1 0 2
Mass flow rate ṁ 0–2 0–1 1 15
Isentropic efficiency � �%-points� 8 0–2 5 n/a

Specific work Ẇ / ṁ n/a n/a 6 n/a

Fig. 2 Comparison of scaled Mach number fields of the flow through the turbine stator nozzle, as calculated by „a… FLUENT

and „b… FINFLO viscous flow solvers, respectively. Both flow solvers employ the k−ε turbulence model and the Lemmon–
Span thermodynamic model for toluene. The Mach number fields are scaled by one outlet value for reasons of confidenti-
ality requested by the manufacturer.
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from the trailing edge of the stator nozzle because the flow enter-
ing the mixing region �i.e., the region after the trailing edge� can-
not maintain its direction due to the flow coming from the adja-
cent stator. The flow is turned into itself, which, at supersonic
velocities, leads to the emergence of an oblique shock wave. The
oblique shock wave is reflected from the opposite stator-vane wall
toward the outlet of the computational domain and the turbine-
rotor inlet. The flow structure is typical of radial high-expansion
ratio turbines.

The Mach number at the stator outlet, as calculated by FINFLO,
is higher, and the shock wave calculated with FLUENT is less in-
clined �i.e., directed more toward the normal of the flow direc-
tion�. This indicates that the oblique shock predicted by FLUENT is
stronger, namely, more dissipative, than the one predicted by FIN-

FLO. This results into a dramatically �8%-point� lower isentropic
efficiency than the one obtained using FINFLO, regardless of the
thermodynamic and turbulence models. The same difference can
be observed in the comparison of the inviscid flow fields simu-
lated using ZFLOW and FLUENT �inviscid solver�, see Fig. 3. Here,
the shock wave, as predicted by FLUENT, is approximately 6%
stronger than the one predicted by ZFLOW in terms of the dimen-
sionless shock strength �pB− pA� / ��AaA

2�, where A and B denote
pre- and postshock states, respectively. FLUENT also predicts a

distinct dissipative wake, which, for inviscid simulations, is
purely numerical. These two effects lead to a total pressure loss
coefficient �1− p02 / p01�, which is 32% higher in the case of simu-
lations performed with FLUENT. In fact, all of the deviations in
flow quantities resulting from the choice of the flow solver, as
shown in Table 2, pertain to the comparisons of either FINFLO or
ZFLOW with respect to FLUENT. It is likely that the cause for the
consistently more dissipative behavior of FLUENT, compared with
FINFLO and ZFLOW, can be found in different numerical schemes
employed by the solvers. This could be the result of the design
criteria adopted for a commercial software package, where a
somewhat more dissipative characteristic could be favored for the
sake of robustness and of a better convergence behavior at the cost
of accuracy.

3.2 Effect of Fluid Thermodynamic Models. The effect on
the flow simulation of using different thermodynamic models,
namely, the equations of state of Lemmon and Span �30� and of
Goodwin �29�, is shown here by comparing results obtained with
the FINFLO solver. Relevant results are shown in Table 2. The
differences in the calculated flow parameters appear noticeably
small, and these are not affected by the choice of the turbulence
model. Notice, however, that the Goodwin thermodynamic model

Fig. 4 Comparison of scaled Mach number fields of the flow through the turbine stator nozzle, as calculated by „a… FLUENT

and „b… FINFLO, both employing the k−� turbulence model. The latter combination predicts a shock-induced separation
bubble.

Fig. 3 Comparison of scaled Mach number fields of the flow through the turbine stator nozzle, as calculated by „a… inviscid
FLUENT and „b… inviscid ZFLOW solvers, respectively. Both flow solvers employ the Lemmon–Span thermodynamic model for
toluene. The Mach number fields are scaled by one outlet value for reasons of confidentiality requested by the manufac-
turer. Streamlines and equidistant isolines of total pressure are also indicated.
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does differ significantly from the more accurate Lemmon–Span
thermodynamic model in its prediction of the specific enthalpy
difference. This leads to a considerably different value for the
specific work and stator isentropic efficiency, as described in Sec.
2.3.

3.3 Effect of Turbulence Models. The comparison of the k
−� and k−� turbulence models is conducted using the viscous
flow solvers adopted in this study. As expected, the overall flow
structure does not strongly depend on the chosen turbulence
model. However, in the simulation performed with FINFLO and the
k−� turbulence model shown in Fig. 4, a significant difference is
observed close to the wall, at the location where the shock wave
from the trailing edge is reflected. Here, the k−� turbulence
model predicts a separation bubble, which does not occur if the
flow is simulated by means of FLUENT. A separation bubble is
highly unsteady and might exist in the actual flow field. At the
boundary layer, where the flow field becomes subsonic, the pres-
sure gradient over the shock wave causes the fluid to flow from
the high pressure zone to the low pressure zone. The highest pres-
sure is right after the shock wave, and therefore, the fluid moves
upstream in the boundary layer, determining the separation
bubble.

The separation bubble affects the direction of both the oblique
shock and the trailing edge wake �Fig. 4�. Although it does not
have an effect on the average values at the stator outlet �see Table
2�, it does significantly affect the circumferential distribution of
flow quantities at the stator outlet/rotor inlet, as shown in Fig. 5.
The maximum periodic change in the flow angle at the rotor inlet
increases from 8 deg to 11 deg, and the maximum variation in
velocity decreases from 17% to 13%. The effect of the separation
bubble on the flow field leads to a 2%-point difference in the
isentropic efficiency of the nozzle, depending on the turbulence
model, which is small in comparison to the difference caused by
the use of two different flow solvers �see Table 2�.

4 Conclusions
The work documented in this article demonstrates the ability of

simulating high-expansion real-gas flows, which typically occur in
ORC turbine stators, using CFD solvers linked to accurate models
for the estimation of the thermophysical properties of the working
fluid. The influence of different numerical solvers, fluid thermo-
dynamic models, and turbulence models on the simulated flow
field has been analyzed.

With respect to the FINFLO and ZFLOW solvers, the commercial
FLUENT solver predicts much stronger shock waves and a more
dissipative wake, resulting in a dramatically �8%-point� lower

isentropic stator efficiency. This could be the result of the design
criteria adopted for a commercial software package, where a
somewhat more dissipative characteristic could be favored for the
sake of robustness and of a better convergence behavior at the cost
of accuracy. The two accurate thermodynamic models, namely,
the equations of state of Lemmon and Span �30� and of Goodwin
�29�, lead to small differences in the flow field, especially if com-
pared with the large deviations that would be present if the flow
were simulated based on the polytropic ideal gas model. However,
the Goodwin thermodynamic model does differ significantly from
the more accurate Lemmon–Span thermodynamic model in its
prediction of the specific enthalpy difference, which leads to a
considerably different �6%� value for the specific work and stator
isentropic efficiency. The k−� and k−� turbulence models have
minor influence on the results, except for the k−� turbulence
model in combination with the FINFLO solver. For this case, a
separation bubble is present at the location where the shock wave
reflects on the stator wall. The separation bubble affects the shock
wave and wake, which in turn affects in particular the variation in
the flow velocity and angle along the stator outlet. Averaged quan-
tities are not affected, except for the isentropic nozzle efficiency,
which differs by 2%.

The above differences point to a need for experimental valida-
tion of the flow solvers by comparison to measurements on flows
in dense-gas conditions, if CFD tools are to be applied for perfor-
mance improvements and design of high-expansion ratio turbines,
operating partly in the real-gas regime. A gain of a few percentage
points in the isentropic efficiency of the turbine would lead to a
relevant increase in the overall conversion efficiency. Such an
increase can be obtained at the cost of research and development
activities, but has no impact on the capital investment for the
power plant.

The extension of the study using three-dimensional viscous-
turbulent simulations performed with ZFLOW is planned in the near
future. Activities are underway for coupling this flow solver to
shape-optimization algorithms. Current plans also include the
validation of the CFD code using experimental data obtained with
a high-temperature Ludwieg tube for the generation of transonic
flows of dense organic vapors, which is in the commissioning
phase at the Delft University of Technology.
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Nomenclature
a � sound speed
c � flow velocity
k � turbulent kinetic energy

ṁ � mass flow rate
Ma � Mach number

p � pressure
T � temperature

Ẇ � power

Greek
� � outflow angle
� � dissipation rate of turbulent kinetic energy
� � density
� � specific dissipation rate of turbulent

Subscripts
01 � stator inlet total conditions
02 � stator outlet total conditions

2 � stator outlet conditions
4 � turbine outlet conditions
A � preshock state
B � postshock state
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Within the Collaborative Research Centre 561, “Thermally highly
loaded, porous and cooled multilayer systems for combined cycle
power plants,” open-porous and high-temperature stable Ni-
based structures are being developed for the requirements of ef-
fusion cooling. A two-dimensional cooling strategy for the walls
of combustion chambers, which allows the outflow of the cooling
medium over the complete wall area of the combustion chamber,
could be realized by an open-porous metallic foam structure. The
open-porous metallic foam is produced by the “slip reaction foam
sintering” process, a powder metallurgical process. To join sev-
eral foams to assemble structural elements, laser beam welding
has been used. Different joining strategies have been examined to
find out the most suitable method to join these foams. In this
paper, the process setups, settings of the different strategies, and
results of trials (seam geometry and strength tests) are discussed.
The need for graded structures to combine the essential perme-
ability and adequate weldability is also shown.
�DOI: 10.1115/1.3204512�

Keywords: laser beam welding, metallic foams, open porous, pro-
duction engineering

1 Introduction
The laser beam welding process is a suitable method for the

joining of metal foams into a compound structure. This is charac-
terized by a minimum input of energy and, connected with this, a
small joining zone. It guarantees that the influence on the mecha-
notechnological properties of the base material is slight and that
only minor distortion of the components occurs �1�. Excessive
input of energy, moreover, destroys the porous structure of the
foams; i.e., the foam starts sintering by diffusion-induced volume
decrease and the high energy input causes liquefaction of the foam
and drop development through the surface tension of the molten
metal. Another suitable welding process for this application is the
capacitor discharge welding. This process has also successfully
been applied in SFB 561 research work �2–4�. For the application
field of aluminum foam sandwich structures, ultrasonic spot weld-
ing has been used successfully �5�.

Figure 1�a� shows a schematic diagram of the multilayer cool-
ing system consisting of thermal barrier coating with bond coat,
an open-porous metallic foam, and a substrate with integrated
ducts for the cooling air. The detail in Fig. 1�b� shows a micro-
graph of the joining area of foam and solid material after laser

welding. The joining area connects the foam with the substrate.
The prevailing temperature level reaches there the temperature of
the cooling gas of approximately 420°C �6�.

The open-porous foam itself is produced using the slip reaction
foam sintering �SRFS� process. This process is based on powder
metallurgy and generates a porous cell structure with the aid of a
chemical reaction. By varying the different parameters �i.e., the
amount of metal powder�, the density/porosity of the foam can be
adapted to specific needs of permeability or weldability �Fig. 2�
�7–9�.

The final goal is to determine an appropriate joining strategy to
connect the foam structure to a solid material that offers a low
energy input into the foam structure to avoid thermal damage to
the foam structure. Further, the method should allow an assembly
of structures with a homogeneous foam surface without potential
“hot spots,” which would emerge from noneffusion cooled mas-
sive material. It will therefore be necessary to find an appropriate
joining additive that slightly penetrates into the foam structure.

2 Experimental Setup

2.1 Material Grades. Foams for the first welding trials were
made of a sponge iron powder �NC 100.24�. These foams were
used only to generally prove the weldability of open-porous struc-
tures, which fulfil the requirements of SFB 561. A welded joint
between a sponge iron foam and a solid base metal is shown in
Fig. 1�b�. For the trials that are presented in this paper, a nickel-
based material Inconel 625 �NiCr22Mo9Nb�1 was used. Even after
the foaming and sintering processes, those foams show an excel-
lent match in the chemical composition compared with the water
atomized metal powder the foams are made of �Table 1�.

To reach a sufficient mechanical stability, the primary foam
pores must not exceed 1.0 mm. Otherwise, the welded structures
cannot bear the forces appearing in a turbine, and an accurate
bond coat/thermal barrier layer coating is not possible. The sec-
ondary pores have to reach up to 0.3 mm for adequate permeabil-
ity. After sintering, an open porosity of about 80% is received.

As a filler material for the laser beam welding process, a met-
allurgical identical Inconel 625 wire was used. This wire type is a
commercially available welding rod with a diameter of 1.0 mm.

2.2 Laser Beam Welding Setup. The laser beam welding
tests were carried out using a TLF 6000 CO2 laser beam power
source from Trumpf Lasertechnik. The unit is a high-frequency-
excited, fast axial flow CO2 high-power laser with an infinitely
variable output power from 100 to 6000 W. In the Kugler focusing
optics, a molybdenum-coated parabolic mirror with a focal dis-
tance of 200 mm focuses the laser beam onto a focal spot with a
diameter of approximately 0.6 mm.

3 Joining Strategies
Two different testing arrangements were examined for the

welding of nickel-based foams on a solid material. Both variants
were welded with a filler material in order to compensate for the
shrinkage of the foam during welding �Table 2�.

In the first case �see Fig. 3�a��, welding was carried out on a
butt joint, and a filler wire was used. The wire Inconel 625 is, in
its metallurgical composition, identical to the base material of the
foams. For the second variation �Fig. 3�b��, stepped plates were
produced—the projection on the plates was used as a reservoir for
the filler material, so no additional filler wire has to be used. The
laser beam was shifted specifically into the direction of the solid
material so as to keep the thermal load on the foam as low as
possible but still realize a partial melt of the foam in the fusion
zone to generate a stable connection.

4 Results

4.1 Laser Beam Welding Results. With a foam thickness of
6 mm, full fusion was obtained using both laser beam welding
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variations �Figs. 4 and 5�. The weld surfaces, however, differ fun-
damentally. Whereas in the welds of the stepped connecting struc-
tures a very flat surface was obtained, the welds made on butt
joints show the influence of the porosity very clearly �Fig. 4�. In
areas where, before welding, larger pores or cavities were found,
the welded seams are clearly sunken.

In complementary research projects within the SFB that are
dealing with the cooling efficiency of different cooling structures,
a minimum foam thickness of 10 mm is required for a homoge-
neous cooling medium flow through the metal foam and thus a
homogeneous transpiration cooling film. For those thick foams, a
full-depth weld is not realizable because the energy/heat input of
the laser beam, which is necessary for this penetration depth,
would be too high and the foam structure would be destroyed. The
maximum fusion depth to be reached with the laser beam welding
process is about 8 mm; therefore, a foam density not less than
2.6 g cm−3 has to be used.

Fig. 1 Schematic diagram of the multilayer cooling system of SFB 561 consisting of
thermal barrier coating with bond coat, open-porous metallic foam, and substrate

Fig. 2 Scheme of the SRFS process †7‡

Table 1 Typical chemical composition of Inconel 625 metal powder and chemical composition
of sintered foams

Chemical composition, mass contents in %

C Si Mn S O2 Al Cr Fe Mo Nb Ti P

Water atomized
metal powder �0.1 �0.5 �0.5 �0.05 ¯ �0.40 20–23 �5.0 8–10 3.15–4.15 �0.40 �0.015

Sintered foam 0.021 1.8 0.06 … 0.5 … 20.9 3.3 8.5 3.5 … …

Table 2 Welding parameters

Laser power
PL �kW�

Welding
speed

vs �m min−1�

Focus
position
fz �mm�

Wire feed
speed

vW �m min−1�

Laser
displacement

xL �mm�

Wire
displacement
fz,wire �mm�

Variation 1 5.6 1.5 �1.0 3.0 0.8 �0.2
Variation 2 5.6 0.8 �1.0 … 1.4 …

Fig. 3 Process geometry for „a… welding variation 1 and „b… welding variation 2
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Independent of the foam thickness, a satisfying fusion between
the foam and the solid material was achieved. Figure 5 shows a
scanning electron microscopy �SEM� analysis of the region of
fusion in detail. Clearly visible is the gradual transition from the
base material through the area of molten material into the foam.
Some kind of additional clamping between the foam and the re-
solidified material cannot be excluded, but it is not possible to
detect this mechanism in a macrosection.

A specimen welded with variation 2 also shows an excellent
weld shape and a gradual transition into the foam �Fig. 6�a��.
Through the stepped edge of this butt geometry, the joining zone
in the foam region is not directly visible. This makes weld defects
very hard to determine. Figure 6�b� shows a cavity with a size of
approximately 70 mm2, which had been detected only by milling
the stepped edges of the solid material. The cavity had developed

due to the severe heat effects in the foam. Clearly recognizable is
the material of the original foam structure, which has solidified in
a droplet shape. The residual weld is, with identical parameters,
not objectionable. Still it remains to examine whether these types
of weld defects occur with large cavities, which are already exis-
tent in the foam.

Welding defects similar to those shown in Fig. 6�b� are typical
of the welding trials performed with foams with a density less
than 2.6 g cm−3, independent of the welding variation. This lower
limit of foam density was examined by trials with foams of den-
sities between 1.5 and 3.5 g cm−3. For a suitable cooling medium
flow through the foam, a maximum foam density of 1.9 g cm−3 is
required, so graduated foams slightly more dense at the areas of
designated welds are up-to-date object of research.

Fig. 4 Specimen welded using variation 1: „a… macrosection and „b… top view

Fig. 5 Specimen welded using variation 1; t=15 mm, 8 mm fusion depth:
„a… macrosection and „b… SEM analysis

Fig. 6 „a… Macrosection of a specimen welded with variation 2. „b… Cavity formation
through excessive energy input into the foam
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4.2 Mechanical Properties of the Welded Joints. Shear
strength tests were carried out on the laser beam welded foams. A
setup was developed, allowing determination of the shear forces
acting in the welds. In this, a rectangular foam specimen is later-
ally welded to two elements made of a solid material carried on a
framework. Loading of the foam is made via a rectangular die
�Fig. 7�a��. In order to meet the requirements of the asymmetrical
welding cross section, the weld specimens were loaded from
above and also from below for the determination of a preferential
direction �Figs. 7�b� and 7�c��.

Specimen 2, which is depicted in Fig. 8�a�, was loaded from
below; specimen 1 was loaded from above. The test die was used
for all tests; the test speed was 0.5 mm min−1. All specimens
broke in the heat-affected zone �HAZ� of the foam �Fig. 9�.

Welded joint failure occurs after approximately 4 kN with a
cross-sectional area of 250 mm2. The further rising of the graph is
substantiated by the fact that the foams, after the failure of the
HAZ, are positioned on the testing device and that, from this
moment on, only the mechanical strength of the foam is measured.

The shear tension strength of the specimens with stepped con-
necting structures was also tested from both sides �Fig. 8�b��.
Specimen 4 was loaded in such a way that the foam was not
supported by the web.

In this, the bearable, very low forces of approximately 1.5 kN
are ascribed to the fact that loading of the foams was not abso-
lutely free of flexural moments. Specimen 3 was loaded from
below. The supporting effect of the stepped edge increases the
strength of the welded joint by far.

The influence of the foam density observed during the weld
tests was quite significant for the shear stress. The lower the den-
sity of the foams, the larger the pores. This means that the webs
and/or cavity walls melt because of the thermal load; large cavi-
ties where welding fusion no longer occurs may develop quite
easily. With higher densities, the distances between the individual
webs are so small that, first, the melting of sporadic webs is not so

important and, second, the possible heat dissipation is much
higher—so that the thermal load of the foam in the direct envi-
ronment of the joining zone is not so high. The lower limit of the
foam density, as far as weldability is concerned, is found to be
approximately at 2.6 g cm−3 �see also Sec. 4.1�.

5 Conclusion
The weldability of iron- and nickel-based metal foams was

proved. Through the testing of different joining strategies, the
possibilities and limits of thermal joining of these foams by means
of laser beam welding were demonstrated. The different connec-
tive structures and the resulting shear strengths allow conclusions
about the later design of components. The application of metal
foams must be designed, on the one hand, for welding, and the
geometry must be adapted to the demands of the porous foam
structure. Due to the high flexural susceptibility of the rather thin
foam samples tested, attention must be paid to loading that is free
of flexural moments. Through a design for welding that, more-
over, considers the properties of the foam, the mechanotechno-
logical properties can be specifically improved. The requirements
for the foams are a density higher than 2.6 g cm−3 �necessary for
weldability� and a thickness of at least 10 mm �necessary for
homogeneous permeability�. Here, the application of graded
foams is recommended, allowing the achievement of better
mechanical-technological properties in the weld and in the heat-
affected zone by adjusting the foam structure to the requirements
of the welding process.

The authors gratefully acknowledge the financial support by the
Deutsche Forschungsgemeinschaft �DFG� within the Collabora-
tive Research Centre �SFB� 561 “Thermally highly loaded, porous
and cooled multilayer system for combined cycle power plants.”

Fig. 7 „a… Setup concept for the determination of the shear
strength. „b… Specimen loading from underneath. „c… Specimen
loading from the upper side.

Fig. 8 „a… Results of the tensile shear tests of the specimens welded with strategy 1. „b… Results of the tensile
shear tests of the specimens welded with strategy 2.

Fig. 9 Typical rupture of the foam, bottom view
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The objective of the current work is to shed light on simulating the
flow features of nonpremixed flame stabilized by a circular-disk
bluff-body with large eddy simulation technique. Two subgrid
scale (SGS) models (Smagorinsky and Germano), combined with
a constrained chemical equilibrium model, are applied to simulate
this turbulent flame. Validation is made through the particle image
velocimetry measurements. The comparison between the numeri-
cal simulation and experimental data shows that both models per-
form well and reproduce most of the significant features of the
bluff-body flame, while the Germano SGS model performs better
in prediction of turbulent fluctuations. These investigations show
that it is possible to describe such flows with relatively simple
turbulence and combustion models with moderate grids.
�DOI: 10.1115/1.3205029�

Keywords: large eddy simulation, bluff-body, nonpremixed com-
bustion

1 Introduction
Flows over a bluff-body is a common scene in many engineer-

ing applications such as gas turbine combustion chamber due to
the enhanced mixing characteristics, improved flame stability, and
ease of combustion control �1�, because the recirculation of hot
gas behind a bluff-body can help to reignite gas mixtures, and thus
stabilize the flame. The recirculation zone also has an impact on
the velocity distribution and other flow parameters along with the
pressure drop in the combustion chamber. On the other hand, in-
flow swirler component can also be adopted to stabilize the flame
in an aerodynamic way. Both bluff-body and swirling flames have
received significant attention in recent years. Since the bluff-body
geometry provides relatively simple but well-defined initial and
boundary conditions when it can maintain the flame stabilization
for a wide range of inlet flow conditions, it becomes an ideal
geometry for the numerical solution of turbulence/chemistry inter-
actions in turbulent recirculating flows. For example, a wide range
of studies have been conducted on Sydney bluff-body flame se-
ries: the target flames in the International Workshop on Measure-
ment and Computation of Turbulent Nonpremixed Flames �TNF

Workshop� �2�. It was experimentally studied by Dally et al. �1�,
and has been studied numerically by a number of researchers.
Roomina and Bilger �3� and Xu and Pope �4� tested many differ-
ent combinations of models for flow, mixing, and chemistry. The
turbulent flow was simulated by Reynolds-averaged Navier-
Stokes �RANS�, probability density function �PDF� methods, one-
dimensional turbulence, as well as large eddy simulation �LES�.
Since LES has become a promising simulation tool in investigat-
ing processes dominated by unsteady phenomena such as turbu-
lence, mixing, and combustion processes, whose finer details can-
not be elucidated by conventional RANS method, LES of Sydney
bluff-body flames were also carried out by Raman and Pitsch �5�,
and Kempf et al. �6�. Raman et al. �7� achieved a hybrid LES/
Lagrangian filtered-density-function �FDF� simulation. More re-
cently, bluff-body flame with a swirl in similar configuration was
also investigated by some research groups using LES �8–12�.

The situation considered in this paper, however, is a bluff-body
with a circular disk on its top used in a humid-air combustion
chamber. Former studies of nonpremixed flames on this configu-
ration have been done by experiments applying particle image
velocimetry �PIV� �13,14�, and LES of corresponding nonreactive
case was investigated in Ref. �15�. To this end, the present work
focuses on the simulation of the methane/air nonpremixed flame
burning in this combustion chamber with the circular-disk bluff-
body by LES combined with chemical equilibrium/presumed PDF
approaches. Since the relatively simple chemical equilibrium/PDF
model is adopted in the current simulation, the primary purpose of
the present paper focuses on accurate predictions of the mean flow
and turbulence by LES. A comparison between two different sub-
grid scale models is also investigated. However, modeling of more
realistic chemical reactions is left for future work.

2 Experimental Setup
The bluff-body flame investigated here is a nonpremixed turbu-

lent flame consisting of a central fuel �methane� jet with a diam-
eter of Df =4.0 mm at a bulk velocity of Uj =12.5 m /s, an annu-
lar coflowing air provided through a cylindrical pipe with a
diameter of Da=60 mm at a bulk velocity of Uc=12.4 m /s, and
a bluff-body surrounding the central jet with a diameter of Db,l
=22 mm. Besides, a circular disk with a diameter of Db,u=D
=40 mm and a height of Hb=5.0 mm is installed on the upper
side of the original bluff-body, forming a circular-disk bluff-body
to further strengthen the recirculation zone behind it and thus
further stabilize the flame by the intense mixing between the fuel
and air and by the products at high temperature, providing a con-
tinuous ignition source inside the recirculation zone. This configu-
ration with all dimensions and coordinate system is shown in Fig.
1.

The test rig has been investigated by our group before, both
experimentally and numerically. The experimental results for the
velocity statistics were measured through a two dimensional PIV,
allowing instantaneous measurements of the flow field for better
understanding of how the flame is stabilized in a complex flow
field. The PIV �Dantec� system consists of a double pulsed Nd:
YAG laser �532 nm output� and a Kodak ES 1.0 digital CCD
camera with a resolution of 1008�1018 pixels. A size of 64
�64 pixels with a 50% overlap between adjacent interrogation
regions is adopted for the interrogation box, resulting to 30 vec-
tors obtained in each direction of the view window. Seeding, sup-
plied by a fluidized bed seeder and in the form of 1 �m MgO,
was applied through the central fuel jet as well as coflow air
stream. In the present study, experimental data of flow fields mea-
sured by using the PIV technique are used as validation data for
the LES/PDF calculation. A complete description of the experi-
mental setup and results can be found in Refs. �13–15�.
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3 Numerical Simulation
The three-dimensional features of the reacting flow were exam-

ined by performing LES over part of the real combustion cham-
ber, the cylindrical area of 5D in the axial direction x, and 3.75D
in the radial direction r, where D represents the upper diameter of
the circular disk. To capture the expected turbulent instability and
the recirculation zones, the domain includes portion of the meth-
ane and air pipe upstream of the bluff-body. The location selected
here allows comparison with measurements by PIV, while the size
is selected so that the presence of side walls do not exert any
significant influence on the results inside the area of most interest:
the recirculation zones located above the bluff-body.

A collocated grid with a cell-centered variable arrangement is
used and stretches coarser along both the x- and r-direction, which
guarantees a very fine resolution near the bluff-body region. The
grid is refined in the recirculation zone downstream of the bluff-
body where the flame is anchored and in the shear layer zone,
leading to total grid points of 1.5�106 throughout the domain. No
special wall modeling is adopted for all simulations.

The Reynolds number based on the upper diameter of bluff-
body and the inlet velocity is about 29,000. The nominal pressure
is 1 atm. At the inlet, the mass flow rate, temperature, and mixture
fraction were assumed fixed while pressure was extrapolated. No
artificial turbulence was superimposed. Conditions at the outlet
boundary are treated by the application of upwinding at boundary
adjacent cells combined with zero gradient conditions. Based on
the assumption that the flow is dominated by recirculation zones
and hence there is no need to resolve the boundary layer, a no slip
wall condition is applied on the bluff-body surface and other
boundaries.

During the current simulation, the Smagorinsky model with dy-
namic determination of the constant �16,17� is applied in addition
to the standard Smagorinsky SGS model �18� with a constant of
CS=0.1. In both cases, the time step was fixed at 0.05 ms and
computation was stopped after 5000 time steps corresponding to a
physical time of 0.25 s. Simulation with the Germano SGS model
was run up to 0.5 s, but no significant changes can be found. In
the case of the nonpremixed combustion, chemistry is described
by a constrained equilibrium/PDF model with �-PDF shape, pa-
rameterized by the filtered mixture fraction and its variance as
proposed by Cook and Riley �19�. Numerical results were time-
averaged to compare with experimental data.

4 Results and Discussion

4.1 Flow Structures. The flow characteristics of the two dif-
ferent SGS models are first exhibited through the mean streamline
plots in Fig. 2. As the recirculation zones downstream of the
circular-disk bluff-body are of most interest, streamlines further

upstream are not included in the figure. The left half of Fig. 2
represents the streamline plot simulated with Germano SGS
model, whereas the right half represents that with the standard
Smagorinsky SGS model. Both models indicate the existence of
two recirculation zones. The first ring-shaped recirculation zone is
just above the circular-disk near the centerline as a result of flow
separation at the bluff-body. The second toroidal-shaped recircu-
lation zone is established further downstream away from central
axis. It can be found that the two recirculation zones are slightly
longer and broader with the Germano model, meaning a more
gradual dissipation of momentum in the wake region with respect
to the case with the Smagorinsky model.

The core of the ring-shaped recirculation zone can be identified
at the location around x /D=0.95 and r /R=0.30, and x /D=1.05
and r /R=0.30 for the Germano and Smagorinsky SGS models,
respectively. Compared with the experimental measurements
�x /D=1.12, r /R=0.45�, the feature is slightly shifted inward in
the radial direction and upstream in the axial direction. Relatively
moderate grid resolution compared with large gradient of flow in
this region may attribute to this deviation. For the second recircu-
lation zone, the positions of the core are at x /D=1.38 and r /R
=1.4 �Germano�, and x /D=1.50 and r /R=1.45 �Smagorinsky�.
Simulations with both models match the observation in the experi-
ment well; the position of this recirculation zone’s core is around
x /D=1.54 and r /R=1.45.

4.2 Velocity Profiles. A more quantitative comparison be-
tween the LES prediction and experimental data is obtained. The
mean and root mean square �rms� velocity component profiles at
axial locations of x /D=0.2, 0.7, and 2.5 are shown in Figs. 3 and
4. Note that hereafter, the axial and radial coordinates are nondi-
mensionalized by the diameter and radius of the circular-disk,
respectively.

Mean axial and radial velocity profiles are shown in Fig. 3.
Figure 3�a� shows a nicely good agreement between the calcu-
lated and experimental mean axial velocity profiles at all loca-
tions, except that the mean axial velocity is overpredicted near the
centerline close to the bluff-body and is underpredicted near the
ring-shaped recirculation zone. Difference between the fuel-inlet
boundary condition and the actual velocity profile at the central jet
inlet may lead to this discrepancy. According to the analysis in
Ref. �20�, discrepancies at the same region may be caused by the
uncertainties during measurements.

As shown in Fig. 3�b�, the predicted radial velocity profiles also
agree well with the experimental results. Although less satisfac-
tory than the axial mean velocity, at least similar trend is found

Fig. 1 Circular-disk bluff-body with all dimensions and coor-
dinate system

Fig. 2 Streamlines plots of time-averaged velocities for
circular-disk bluff-body
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between the LES and experiments for the radial velocity compo-
nents. Considering the difficulty to measure and to calculate the
mean radial velocity due to its relatively small magnitude com-
pared with its fluctuating component, which can be found in Fig.
4�b�, current models calculate the mean radial velocity profiles
fairly well when compared with the experimental data. Figure 3
demonstrates that the essential features of the mean combusting
flow field can be well captured and reproduced with currently
adopted model combination. The results also show that the Sma-
gorinsky model performs better than the Germano model in the
region near the bluff-body up to x /D=0.7. Further downstream,
instead, the Germano model is slightly better.

Figure 4 shows the computed rms profiles of the fluctuating
axial and radial velocity components, respectively, compared with
the experimental data at different axial locations, where the exis-
tence of the unsteady motion of turbulent flame cause the velocity
fluctuation. In general, the agreement is reasonable.

As can be seen in Fig. 4�a�, the axial rms fluctuating velocity is
well predicted, especially by the Germano SGS model, although
the magnitude of the velocity fluctuation is slightly overestimated
at the axial location x /D=0.7 and further downstream, where
similar trends can still be found. Figure 4�a� has shown at least
qualitatively good agreement with the experimental data, suggest-

ing that the turbulent shear stress field is better predicted by LES
with the Germano SGS model. Radial rms fluctuating velocity
profiles are given in Fig. 4�b�. At least qualitative agreement is
obtained by the current simulation. Germano again outperforms
the Smagorinsky SGS model, which may benefit more from the
grid resolution. As mentioned in Ref. �21�, even with expanded
computational domain, the effect of confinement due to the side
walls cannot be fully neglected, and the existent boundaries may
especially affect the prediction of magnitude of the velocity
fluctuation.

It is noteworthy that although the average profiles obtained with
the two LES models are quite similar, they perform differently
with respect to prediction of the velocity fluctuation. For instance,
at x /D=0.2 in both LES with the Germano model as well as in the
experiments, the axial and radial rms fluctuations experience two
localized peak around r /R=1.4 and 2.0: one near the edge of
circular-disk and the other further downstream in the spanwise
direction, representing that the shear layer between the wake in
the toroidal-shaped recirculation zone and coflow is successfully
reproduced by the Germano SGS model. The Smagorinsky model,
however, fails to distinguish the two peaks and combines them
together. Similar trend can be found further downstream at x /D
=0.7.

Fig. 3 „a… Mean axial and „b… radial velocity profiles
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4.3 Flow and Flame Structures. A typical instantaneous
field of vorticity magnitude at a streamwise plane through the
center jet axis is displayed in Fig. 5. The recirculation zone is
delimited by a white isoline, where the axial velocity is equal to 0.
Large scale vortices exist globally along the borderline of the

recirculation zone. The flow regime reveals disorganization and
domination features by the presence of elongated vortices.

Due to the absence of the concentration field, which precludes
the quantitative assessment of current chemical reaction model, an
impression of the density distribution for a snapshot at a certain
time is given in Fig. 6�a�. Unsteady structures of turbulent flame
can be clearly observed from both SGS models. Besides, both
snapshots show steep gradients representing the shape of the
flame, which is obviously anchored just above the circular-disk
bluff-body. Similar behavior can also be found from the instanta-
neous temperature field shown in Fig. 6�b�, showing that having
reversed flow offers sufficient assistance for flame stabilization.

Considering the simple SGS and combustion models during the
current calculations, the mean velocity and its fluctuation fields, as
well as the shape of the flame, are overall well predicted, demon-
strating the performance of LES combined with a constrained
equilibrium/assumed PDF model in a challenging test case:
circular-disk bluff-body combustion. With this test case, the com-
bination confirms its potential to improve prediction by means of
expanded computational domain, more refined grid, and more de-
tailed chemical reaction model.

5 Conclusion
Large eddy simulation of a circular-disk bluff-body stabilized

nonpremixed flame has been conducted with both the Smagorin-

Fig. 4 „a… Axial and „b… radial velocity fluctuations

Fig. 5 Instantaneous vorticity distribution: „a… Smagorinsky
and „b… Germano; recirculation zone is denoted by white line
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sky and Germano SGS models for LES, combined with a con-
strained equilibrium chemistry model, and the �-PDF method has
been adopted for the chemical reaction.

Despite the simple SGS, mixing, and chemistry reaction models
used in the simulation, the unsteadiness in this nonpremixed tur-
bulent flame has been well reproduced and overall good agree-
ment of mean and rms velocity profiles has been found between
the numerical simulation and experimental measurement. Simula-
tions with both SGS models succeed in predicting the two recir-
culation zones, which are the main characteristic features in such
a reactive flow. Besides, the shear layer between the recirculation
zone and the coflow has also been correctly predicted by LES and
confirmed by the corresponding experiment. However, due to the
confinement effects of the side walls created to reduce computa-
tional cost, especially with respect to the velocity fluctuations,
there also exists some deviation, such as the magnitude of the
radial velocity fluctuation in the flame region, indicating that the
level of unsteadiness in the turbulent flame needs to be further
investigated.

Results have shown that the overall good agreement can be
achieved with both SGS models. The standard Smagorinsky SGS
model performs quite well in predicting the mean flow field, al-
though the Germano SGS model provides better agreement with
the velocity fluctuation. Therefore, it can be concluded that being
inexpensive relative to Germano in terms of CPU requirement, the
Smagorinsky SGS model seems a good choice for the simulation
of the mean reactive flow, but its prediction of the velocity fluc-
tuations is less adequate.
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Nomenclature
D � diameter
R � radius of upper side of bluff-body
r � radial location

U � bulk velocity
x � axial location

Subscripts
a � air stream

b ,u � upper side of the bluff-body
b , l � lower side of the bluff-body

c � coflow
f � fuel stream
j � jet flow
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